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ABSTRACT

In this work we propose a new binaural spectral subtraction
method for the suppression of late reverberation. The pro-
posed approach is a cascade of three stages. The first two
stages exploit distinct observations to model and suppress the
late reverberation by deriving a gain function. The musical
noise artifacts generated due to the processing at each stage
are compensated by smoothing the spectral magnitudes of the
weighting gains. The third stage linearly combines the gains
obtained from the first two stages and further enhances the
binaural signals. The binaural gains, obtained by indepen-
dently processing the left and right channel signals are com-
bined using a new method. Experiments on real data are per-
formed in two contexts: dereverberation-only and joint dere-
verberation and source separation. Objective results verify
the suitability of the proposed cascaded approach in both the
contexts.

Index Terms— Speech enhancement, binaural derever-
beration, spectral subtraction, source separation

1. INTRODUCTION

Room reverberation, produced by multiple reflections of the
sound on wall surfaces and objects in an enclosure, remains
a challenge for many signal processing applications, such as
automatic speech recognition (ASR), hearing aids and hands-
free telephony. Specifically, the late reflections of the room
impulse response (RIR) cause spreading of the speech spectra
and degrade the quality of speech and the intelligibility [1].
The objective of dereverberation algorithms is to suppress the
effects of reverberation while minimally distorting the speech
structure.

Monaural dereverberation algorithms based on spectral
subtraction, e.g. [1, 2], have been proposed to suppress the
effects of late reflections. Effective extension of the monau-
ral methods to the binaural context is important as this would
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enable their utilization in multiple applications. Such exten-
sions must produce minimal musical noise and also preserve
the binaural cues i.e. interaural time difference (ITD) and the
interaural level difference (ILD) [3, 4].

In this paper, we investigate a novel cascaded binaural
spectral subtraction method and an alternate binaural gain for-
mation scheme. The cascading of non-linear processors has
previously been reported to be useful for radio-frequency in-
terference suppression [5], [6]. Our proposed cascaded ap-
proach utilizes the models of two state-of-the-art monaural
methods [1] and [2]. Each of the three concatenated derever-
beration blocks enhances the output of the previous stage by
suppressing the effects of late reverberation. The weighting
gains of the left and right channels, in the first two stages,
are formed using a new linear convex combination. This pro-
vides additional flexibility for use at different levels of rever-
beration. The gain functions obtained in stage 1 and 2 are
combined to form a new gain which is applied to the reverber-
ant mixture to give the final dereverberated signal. Computa-
tional complexity is not addressed in this work, rather proof
of concept is the focus. The proposed dereverberation method
is also used in a unified algorithm for the purpose of joint
dereverberation and source separation. The source separation
algorithm is based on the models of ILD and ITD. The ob-
jective of such a unification is to emphasize the advantage of
a robust dereverberation method as a pre-processing stage to
a source separation system used in a highly reverberant con-
text. Extensive experiments are carried out using real datasets
to verify the advantage of the proposed scheme. In Section 2
we explain the monaural spectral subtraction methods and in
Section 3 the proposed binaural dereverberation scheme. Sec-
tion 4 discusses the experiments and results with the relation
to prior work and conclusion following next.

2. MONAURAL SPECTRAL SUBTRACTION BASED
SPEECH DEREVERBERATION

A general expression for spectral subtraction based dere-
verberation techniques in the short-time Fourier transform
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Fig. 1. The proposed cascaded approach for dereverberation. Input/output of each processing stage is in the time-domain.

(STFT) domain is written as:
Xcln(w>t) = Xrev(wvt) - Xrevlm,e (w,t) (D

where X, .,,.,. (w, t) is the late reverberant component which
is subtracted from X, (w, t), the observed reverberant signal
to give the clean signal X, (w,t) at frequency index w and
time frame ¢. This process can also be expressed as

Xen(w,t) = G(w, 1) Xyey (w, t) 2)

where G(w, t) is a gain function applied to the observed re-
verberant signal X,..,,(w, t) to obtain the dereverberated clean
signal X, (w,t). Thus, the objective of the dereverberation
schemes is to derive the gain by estimating the late reverber-
ant component.

In [2], which we refer to as LB-RIR (the acronym is de-
rived from the authors’ names, Lebart et al., and their tech-
nique which is based on RIR modeling), the authors proposed
to model statistically the RIR in order to subtract spectrally
the late reverberant component. They exploit the observation
of the smearing of the energy of the speech signal into re-
verberation tails due to overlap-masking. The model assumes
that the direct-to-reverberant (DRR) ratio is low. The weight-
ing gain is calculated as

1

Glw,t)=1— 3
(w ) SIRPOSt(OJ,t)+1 ()

| Xrew(wit)]?
2 w

where SIRpost(w7t) = o (w,t)

is the a posteriori
XTCUlate

signal-to-interference ratio (SIR). Here 0% l (w,t) is the
TeVlate
variance of the late reverberant speech component estimated

as

Uimvlate (w,t) = exp(—2KT]) . ogfrw(wﬂf — Nigte) @)
where Kk = Bng(ég) , Ty indicates the time from which the late

reverberation starts, n;,¢. is the number of samples related
to 1;, RT60 indicates the reverberation time, and ag(rev is
the variance of the reverberant mixture computed by recursive
averaging [3]

0%(,,8,, (wvt) =4. O%(,.m, (wvt - 1) + (1 - 5) . ‘X'rev(wat)‘z
(&)

where § € [0,1] is the smoothing factor.
The work presented in [1], which we term WW-SMOOTH
(the acronym is derived from the authors’ names, Wu and
Wang, and their method which is based on smoothing of the
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signal spectrum), is motivated by the observation that the
spreading due to the late reverberation causes smoothing of
the signal spectrum in the time domain. Thus, the power of
the late reverberant component is estimated as the smoothed
and shifted version of the power of the reverberant speech in
the TF domain

‘Xremate (wa t)‘Q = ’Yw(t - ,0) * ‘X7‘817(w7 t)‘Q (6)

where * indicates the convolution operation, y is a scaling
factor, and p is the shift delay. The term wo(t) is a smoothing
function given as the Rayleigh distribution:

t—a —(t—a)®

w(t)_{ Srexp(—ae—), ift>—a

0, otherwise

where a indicates the number of frames and needs to be
smaller than p. Binaural extension of the monaural derever-
beration algorithms and the proposed scheme are discussed
next.

3. PROPOSED BINAURAL SPEECH
DEREVERBERATION

In [3] the monaural scheme LB-RIR is extended to a binaural
form and a delay-and-sum beamformer is used to generate a
reference signal. The time-aligned left and right reverberant
signals are averaged to obtain the reference signal. The refer-
ence signal is then processed to generate a single gain mask
using Eq. (3). Alternatively, in [4] the left and the right rever-
berant mixtures are separately processed to yield two gains.
The two gains are then combined, e.g. by taking the mini-
mum, maximum or average, and applied to both the channels.

We propose a new approach to dereverberate the rever-
berant speech signals and adopt a different scheme for com-
bining the bilateral weighting gains. The entire dereverbera-
tion process is a combination of three cascaded stages. Each
stage takes a binaural input and gives binaural outputs in the
time-domain. The algorithm diagram is given in Fig. 1. The
enhancement of each stage is cumulative. With a cascade of
these non-linear processors, a higher overall enhancement is
achievable which may not be possible by each stage individ-
ually, or by repeatedly cascading the same block.

The time-domain left and right channel reverberant sig-
nals are input to the first stage where they are independently
processed using the LB-RIR scheme. The left and right gains
are then linearly combined using the equation

Gnew = (1 - a)Ga + OéGb (7)



where « € [0,1], which is chosen empirically. Stage 1 outputs
the time-domain left and right enhanced signals that are fed
to the second stage where the method of WW-SMOOTH is
applied to obtain the bilateral gains. The gains are combined
similar to as in the first stage and are applied to the enhanced
signals from stage 1. Fig. 2 depicts the processing of stages
1 and 2. The enhanced signals from stage 2 are forwarded
to stage 3. The weighting gains from stage 1 and stage 2 are
linearly fused to form a combined gain. The fused gain is used
to further suppress the late reverberant components from the
left and right channel signals and give the final dereverberated
sienals.
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Fig. 2. Processing overview for the first two stages with the
bilateral signal processing and new gain derivation.

In stages 1 and 2, smoothing of the weighting gains is
performed in order to reduce the effects of the musical tones
that are commonly produced due to overestimation of the late
reverberation in speech-less or low SIR regions. The power
ratio of the enhanced signal and the reverberant signal [7],

w
> Grew(w, )Y (w, 1)
(1) = =—5 ®)
DoY)

is computed to indicate whether the SIR of a time frame is low
or high. If ((¢) is approximately unity, the SIR of that frame is
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assumed to be high, and if () is nearly zero, the SIR is sup-
posed to be low. A moving average window is then applied
to smooth the weighting gain magnitudes [3]. We next exper-
imentally verify the advantage of the proposed approach.

4. EXPERIMENTS AND RESULTS

To test the proposed method experimentally, we first conduct
experiments for the purpose of only dereverberation. Sec-
ondly, we use the proposed dereverberation scheme as a pre-
process to a speech separation algorithm for a reverberant
context that is based on the models of the ILD and ITD. We
believe this combination would be useful in two ways: firstly,
it would be verified that the binaural dereverberation scheme
has preserved the ILD and ITD cues which will be utilized
in the proceeding speech separation stage; secondly, such a
dereverberation scheme could be effectively incorporated in
source separation algorithms in highly reverberant scenarios
to enhance the overall end-to-end gain of the system. The
anechoic speech utterances in all experiments come from the
TIMIT database [8]. Real binaural RIRs(BRIRs) from the
Aachen impulse response (AIR) database [9] were used in
the dereverberation-only experiments while BRIRs measured
in real rooms at the University of Surrey [10] were used in the
joint dereverberation and source separation experiments. The
frame length used was 512 and the frame overlap was 0.75.
The other parameter values were the same as in the original
works [1, 2, 3].

4.1. Dereverberation-only

Speech files from TIMIT were chosen randomly containing
both male and female speakers. In the AIR database, the first
set of BRIRs used here were measured in an office room with
source-to-microphone distance of 1m and 3m with an RT60
of 0.37s and 0.48s respectively. The BRIRs in the second set
were measured in a lecture room with source-to-microphone
distance of 2.25m, 5.56m and 10.2m with an RT60 of 0.70s,
0.79s, and 0.83s respectively. Both the LB-RIR and WW-
SMOOTH schemes were applied to the observed reverberant
signals without any inverse filtering. To give a better insight
into the performance of the proposed method we used three
objective measures including the signal-to-noise ratio (SNR),
segmental SNR (segSNR), and the perceptual evaluation of
speech quality (PESQ) [11].

Table 1 summarizes the experimental results in the con-
text of dereverberation. The degraded reverberant speech is
referred to as Reverb; LB-RIR in the table means that the sig-
nal is enhanced using the LB-RIR method and the bilateral
gains are combined using our proposed scheme. Results of
the proposed multistage cascaded method follow next. Each
value in the table is an average of three randomly selected
speech signals from the TIMIT database. We can see that the
proposed approach provides an improvement in all the three



Table 1. Mean values of SNR (dB), segmental SNR (segSNR) (dB) and PESQ for three random signals from TIMIT convolved
with BRIRs from the Aachen database. RT60s of 0.37, 0.48, 0.70, 0.79, and 0.83 seconds under consideration.

RT60 SNR (dB) segSNR (dB) PESQ
seconds(s) | Reverb LB-RIR Proposed | Reverb LB-RIR Proposed | Reverb LB-RIR Proposed
0.37s -2.47 -2.07 -1.82 -2.87 -2.23 -1.89 2.78 2.94 3.10
0.48s -3.26 -2.40 -1.89 -4.89 -3.68 -2.83 2.02 2.11 222
0.70s -3.38 -2.51 -2.11 -4.46 -2.73 -2.13 248 2.72 2.75
0.79s -2.89 -2.14 -1.67 -4.29 -3.15 -2.42 2.05 2.21 2.35
0.83s -3.55 -2.43 -1.84 -4.93 -3.43 -2.59 2.02 224 2.34
evaluation metrics. Over all the RT60s, the proposed method > [——
gives a mean SNR gain of 1.13 dB, mean segSNR gain of — T
2L | [ IProposed+Ss

1.92 dB, and PESQ improvement of 0.28, compared to LB-
RIR which gives an SNR gain of 0.8 dB, segSNR gain 1.24
dB, and a PESQ improvement of 0.17.

4.2. Dereverberation and Source Separation

In this experiment we used the proposed dereverberation
scheme as a pre-processing stage to a source separation algo-
rithm utilizing the ILD and IPD cues. We used our recently
proposed source separation (SS) algorithm [12] for this pur-
pose. BRIRs used in this experiment [10] were measured in
four different rooms with RT60s of 0.32, 0.47, 0.68, and 0.89
seconds. Experiments were also conducted for the LB-RIR
method and WW-SMOOTH methods both using our new
gain combination scheme, and are referred to as LB-RIR+SS
and WW-SMOOTH-+SS respectively. The performance of the
different methods is measured in terms of PESQ.

The results for this experiment are shown in Fig. 3 where
the PESQ values of the different methods are given as a func-
tion of RT60. Here SS-only indicates the output of the source
separation algorithm without any dereverberation. As is clear
from the results, the proposed scheme when used at the first
stage before source separation along with suppressing the late
reverberation also preserves the binaural cues to enhance the
overall gain without deteriorating the speech quality. The Pro-
posed+SS method, over all RT60s, provides average improve-
ment of 0.25, in terms of PESQ, compared to the SS-only.
The Proposed+SS method is also consistently better than the
LB-RIR and WW-SMOOTH methods at all RT60s.

5. RELATION TO PRIOR WORK AND
CONCLUSION

The work presented in this paper detailed an efficient binau-
ral speech dereverberation scheme. The proposed scheme is
a cascade of three stages utilizing the monaural dereverber-
ation algorithms: [1] and [2] at the first and second stages.
In the first two stages we extend the monaural algorithms to
the binaural context using a new gain derivation method. The
authors in [3] extend the monaural algorithm in [2] to the bin-
aural context by using a delay-and-sum beamformer and form
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Fig. 3. Results in terms of PESQ for the different methods
with varying RT60s. The Proposed+SS scheme performs con-
sistently better at all the RT60s under consideration.

a reference signal. The work in [4] takes a different approach
and separately processes the left and right channel signals to
produce two gains. Three different gain adaptation schemes
are then proposed by taking the minimum, maximum or av-
erage of the gains from both the channels. Motivated by the
works in [5] and [6], we propose that an overall increased
signal enhancement can be achieved with the cascade of non-
linear dereverberation processors rather than using these non-
linear processors individually as in [3] and [4].

This study presented a novel cascaded approach for bin-
aural speech dereverberation. With the proposed cascade and
the new gain derivation scheme, increased overall reverbera-
tion removal is possible without deteriorating the speech qual-
ity. The method provides useful gain improvement in the
context of both dereverberation-only and when used as a pre-
processing stage to a source separation system applied in a
highly reverberant setting. Results in terms of SNR, segSNR
and PESQ highlight that the proposed algorithm provides en-
hancement without deteriorating the speech quality.

The work provides a useful insight into the use of a cas-
cade of binaural dereverberation operations along with the
new binaural gain derivation technique. Although this paper
utilized three stages in the cascade, the use of more stages
or different gain estimation schemes within each stage for an
increased signal enhancement warrants further exploration.
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