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ABSTRACT
In this paper, we address the problem of delay detection in
mobile localization context. A new methodology for delay
detection is introduced, namely the Cell-Averaging Minimum
Error Rate CA-MER detector, based on the minimization of
the true error probability instead of minimizing only the miss
probability for a constant false alarm rate. Simulation results
show that the CA-MER detector operates better than the clas-
sical ones especially for low SNR values.

1. INTRODUCTION

Mobile Station (MS) positioning is one of the most important
issues in mobile communications systems [7].

Existing solutions use directional measurements such as
the Angle of Arrival (AoA), or distance-related measurements
such as the Time of Arrival (ToA), Time Difference of Arrival
(TDoA), and Received Signal Strength (RSS).

For each MS-BS (Base Station) link, under the assump-
tion of Line of Sight (LoS) path, the considered ToA can be
obtained as the position of the first peak (finger) of the com-
munications channel coefficients. In practice, the latter are
classically obtained by carrying out correlations of the re-
ceived signal with delayed versions of a pilot sequence in-
troduced within the transmitted signal for this purpose [2].

Finding the position of the first finger of the communica-
tions channel imposes the use of robust detection techniques,
since the accuracy of ToA-based mobile localization methods
is directly based on the quality of communications channels
peak detection. The latter requires the use of optimal thresh-
old to get rid of the noise peaks and to retain only peaks cor-
responding to effective channel paths. Usually, this thresh-
olding is done in an ad-hoc way which may affect the perfor-
mance of this mobile positioning.

In [4] and [5], a constant ad-hoc threshold value equal to a
percentage of the main peak value has been considered. This
ad-hoc thresholding finds difficulties to distinguish false noise
peaks from the true desired ones; a high threshold might hide
the first path if the latter is of relatively low power and a low
threshold would lead to false peak detection especially when
the background noise has an important power.

As a solution to this problem, Bartelmaos et al. [2] pro-
pose to use a sub-optimal detector whose inputs are incoher-

ently integrated outputs of a square law detector in order to
optimally detect the first arriving path. These authors con-
sider a threshold value that minimizes the sum of false alarm
and miss probabilities.

In reference [1], a CA-CFAR (Cell Average - Constant
False Alarm Rate) detector is used for detecting the first arriv-
ing path by using a threshold value ensuring a constant false
alarm probability. In fact, in mobile localization, false alarm
and non-detection events are equally harmful and as a result,
both introduce a bias on the mobile location estimation. For
this reason, giving more importance to a false alarm event
than a non-detection event seems to not take advantage from
the context in which the detection process is applied.

Herein, we introduce a new methodology for the detection
of the first finger of the communications channel. We propose
to use a threshold which is optimal in the sense of minimizing
the error probability as a cost function. The proposed solution
is evaluated over extensive simulations on different scenarios.

2. STOCHASTIC CHANNEL MODELLING

In mobile communications, the Channel Impulse Response
(CHIR) can be modelled as a noisy version of a time-varying
linear filter [11]:

h(t) =

{
R∑
r=1

αr(t)δ(t− τr(t))

}
+ w(t) (1)

where τr(t) and αr(t) are the time-varying delay and the
time-varying complex amplitude of the r-th path, respec-
tively, and w(t) is a zero-mean Gaussian complex-valued
noise with variance σ2

w. The equivalent discrete version of
the baseband channel model is given by:

h(k) =

{
R∑
r=1

αr(k)δ(k − τr(k))

}
+ w(k) (2)

where k is the sampled version of t.
In the context of fading mobile communications, it is

usual to assume that paths’ complex amplitudes remain con-
stant over a slot (burst) duration. The latters are modelled
as i.i.d Gaussian complex-valued processes. Time delays
are usually assumed constant over several slots (L slots)
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[14], hence, τr(k) = τr. Taking into account these two as-
sumptions, the shaping filter effect, and assuming that CHIR
vanishes outside an interval [0,M − 1], where M represents
the channel length, the CHIR over the slot l will be [6]:

hl(k) =

{
R∑
r=1

αr,l g(k − τr)

}
+wl(k), k = 0 : M − 1 (3)

where g(.) denotes the shaping filter. Note that under the
above assumptions hl(k) is a noisy Rayleigh channel.

2.1. Time of Arrival Estimation

In a downlink mobile communications scenario, the ToA of
the signal of interest is the corresponding delay τ1 of the first
channel peak α1,l. Herein we define a Power Delay Profile
(PDP)-like function, over L slots, and we estimate the ToA as
the first peak location of this function:

P (k) =

L∑
l=1

|hl(k)|2, k = 0 : M − 1 (4)

Our objective now is to detect the first peak of the PDP-
like function P (k) and estimate its corresponding delay τ1.
However, peak detection requires the use of a threshold γ to
avoid noise peak detection and to detect only peaks corre-
sponding to effective channel paths.

3. EXISTING THRESHOLDING METHODS

3.1. Constant Ad-Hoc Thresholding

ToA estimation accuracy is based on peak detection results.
Using an ad-hoc thresholding may affect the performance of
the detection methods. Indeed, a high threshold might hide
the first path if the latter is of relatively low power and a low
threshold would lead to false peak detection.

In [4] and [5], a constant ad-hoc threshold value equals to
a percentage α of the main peak value has been considered.
An ad-hoc thresholding finds difficulties to distinguish false
noise peaks from the true desired ones, especially when the
background noise has a large variance.

Assuming that the main peak corresponds to the first path,
the ad-hoc threshold is then given as Tadhoc = α σ2

1 . In this
case, the false alarm and the detection probabilities 1 for in-
coherently integrated signals, are both function of the signal-
to-noise ratio (S = σ2

1/σ
2
w):

Pfa = e(
−αLS

2 )
L−1∑
l=0

1

l!

(
αLS

2

)l
(5)

Pd = e(
−αLS
2(1+S) )

L−1∑
l=0

1

l!

(
αLS

2(1 + S)

)l
(6)

1We have calculated these probabilities expression by using the technique
shown in subsection 4.1. Due to space limitation, all proofs are omitted.

3.2. Bartelmaos Thresholding

Bartelmaos et al. [2] propose a detector which minimizes the
sum of false alarm and miss probabilities. Its inputs are in-
coherently integrated outputs of a square law detector over
L slots. For simplicity, this detector replaces the true expres-
sion of the probabilities by the ones corresponding to the non-
integrated case (i.e. L = 1) given by:

Pfa =

(
1 +

T

2m

)−2m

(7)

Pd =

(
1 +

T

2m(1 + S)

)−2m

(8)

where 2m represents the number of reference cells used to
estimate the background noise variance and T is the thresh-
old value. The optimal threshold given in [2] is (we set β =
1/(1 + S)):

Tbar = argmin︸ ︷︷ ︸
T

(Pfa + 1− Pd) = 2m

(
1− β

1
2m+1

β
1

2m+1 − β

)
(9)

3.3. CA-CFAR Thresholding

In reference [1] a CA-CFAR detector is considered. A thresh-
old value is used ensuring a constant false alarm probability
(i.e. Pfa(TCFAR) = 10−6). Since Pfa is SNR independent
(see eq.(7)), the threshold selection of this method is quite
simple. However , in mobile localization, false alarm and
non-detection events are equally harmful and as a result, both
introduce a bias on the mobile location estimation. For this
reason, giving more importance to a false alarm than a non-
detection event is inappropriate in this case.

Next, we propose an alternative approach where both er-
ror types are equally taken into account in such a way the
detection error probability is minimized.

4. CELL-AVERAGING MINIMUM ERROR RATE
CA-MER DETECTOR

Fig. 1. CA-MER Optimal Thresholding.
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4.1. Stochastic Modelling and Error Probability

Channel fading coefficients αr,l are slot-varying Gaussian
variables of variance σ2

r and their corresponding delays τr are
constant over an observation period of L slots. Under these
assumptions, the PDP-like samples P (k) are χ2 distributed
random variables with 2L degrees of freedom.

A total of 2m noise samples are used to estimate the back-
ground environment noise variance levelZ. The output of 2m
Reference Cells (sum of m leading cells and m lagging cells)
is multiplied by a constant T to obtain the threshold value.

In our case, each reference cell corresponds to one sam-
ple of the PDP-like function, thus, Z =

∑2m
k=1 P (k) is χ2

distributed random variables with 4mL degrees of freedom.
In view of this, the PDF function describing the random vari-
able γ = TZ , in the noise alone case, is given by [12]:

fγ(γ) =
γ2mL−1 e−γ/2Tσ

2
w

(2Tσ2
w)2mL Γ(2mL)

; γ > 0 (10)

Under the channel model assumptions of section 2, the
peak model at the Cell Under Test (CUT) is a slowly fluc-
tuating signal of Swerling 1 type. Since both the noise and
Rayleigh fading coefficients have Gaussian quadrature com-
ponents, the output of the square-law detector has an expo-
nential probability density function and the CUT output Y ,
after the non-coherent integration stage, is χ2 distributed ran-
dom variable with 2L degrees of freedom. The conditional
density function of the output of the CUT is given by:


fY |H0

(y|H0) = yL−1 e−y/2σ
2
w

(2σ2
w)L Γ(L)

; y > 0

fY |H1
(y|H1) = yL−1 e−y/2σ

2
w(1+S)

(2σ2
w(1+S))L Γ(L)

; y > 0

(11)

Hypothesis H0 represents the case of noise alone, while hy-
pothesis H1 represents the noise plus fading signal case. Un-
der these assumptions, the probability of false alarm is inde-
pendent of the noise variance and is given by [3] and [12]:

Pfa =
1

(1 + T )2mL

L−1∑
l=0

1

l!

Γ(2mL+ l)

Γ(2mL)
(

T

1 + T
)l (12)

The probability of detection is:

Pd =
1

(1 + V )2mL

L−1∑
l=0

1

l!

Γ(2mL+ l)

Γ(2mL)
(

V

1 + V
)l (13)

with V = T
1+S , and Γ(.) is the gamma function. Note that

equations (7) and (8) are particular cases of equations (12)
and (13) for non-integrated signals (i.e. L = 1).

4.2. CA-MER Optimal Thresholding

For finding the optimal threshold, we develop a new method-
ology that takes advantage from the context of mobile local-
ization in which a false alarm and a non-detection events are

equally harmful. Also, it takes into account the hypothesis of
presence or absence of a peak value, and the fact that refer-
ence cell’s input are resulting from a non-coherent integration
over L slots. In the view of the previous discussion, the pro-
posed cost function is the error probability, given by:

Pe = P (H0)Pfa+P (H1)Pd = λPfa+(1−λ)(1−Pd) (14)

where P (H0) = λ and P (H1) = 1−λ represent prior proba-
bilities of absence and presence of a peak value, respectively.

The optimal scaling parameter in this case is given by:

TCA−MER = argmin︸ ︷︷ ︸
T

(Pe) (15)

The solution of this equation TCA−MER = fL,m,λ(S) is
a parametric function of the SNR S which depends of three
parameters; the integration factor L, the reference cell num-
ber m, and the peak probability λ. In order to automate the
processing of the proposed method, the SNR should be esti-
mated based on the observed data2.

5. NUMERICAL RESULTS

In order to validate the proposed CA-MER thresholding
method and compare it to the classical methods, a set of
numerical experiments is considered. A Rayleigh fading
channel modelling a fading suburban outdoor macrocell en-
vironment is generated. According to [8], it is a ’B channel’
corresponding to a Pedestrian mobile with speed of 3 km/h.
Channel B contains six fingers and is the median spread delay
case that occurs frequently. For simplicity, we consider only
the first path with complex amplitude and time-delay charac-
teristics as given in [8]. This generated fading channel is then
corrupted by background Gaussian noise of variance σ2

w.
The first simulation aims at validating the experimental

results w.r.t. the theoretical ones and getting better clarifica-
tion of their behaviour versus the signal-to-noise ratio S. In
Fig.2, we made a comparison between an experimental error

2This is the focus of a future work on this topic.
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probability P expe and the theoretical one P the as a function of
the parameter λ. As we can see, the theoretical error proba-
bility fits well with the experimental one for the parameter 3 λ
that represents the true probability of absence of a peak value.

Fig.3 and Fig.4 show the behaviour of the four aforemen-
tioned thresholding techniques versus SNR S for 15 reference
cells and L = 1 (no integration) or L = 105 slots. As we
can see in Fig.3, for S = 15dB the error probability of the
CA-MER equals ' 0.015 while it equals ' 0.03 (the dou-
ble) for the CA-CFAR and it equals ' 0.1 (six times higher)
when using Bartelmaos thresholding. The same conclusions
can be reached in Fig.4 with two additional remarks, first,
the error probability decreases quickly for high values of the
integration parameter L, and secondly, for low S values the
CA-MER is similar to CA-CFAR detector while for high S
values it is similar to the Bartelmaos thresholding method.

For the last carried out simulation, the set of curves
presented in Fig.5 depicts the behaviour of the optimal
TCA−MER versus S for L = 1 and L = 10. For L = 1
and λ = 0.5 both CA-MER and Bartelmaos methods give
the same optimal threshold, thus that latter is a specific case
of our proposed method. This figure shows clearly that the
optimal threshold is function of L, λ, and S.

3In practice, the probability of absence of a peak value λ is approximated
by the ratio of the peaks’ number in the analyzing window to its total number
of cells.

6. CONCLUSION

In this paper, a new cell averaging thresholding technique
based on minimizing the error probability has been intro-
duced. The proposed method takes into account the hypoth-
esis of presence or absence of a peak value, and the fact
that reference cell’s input are resulting from a non-coherent
integration process. Through a set of simulation results, the
developed theoretical derivation has been validated. The
presented results clearly demonstrate the efficiency of the
proposed method, i.e. the CA-MER, as compared to the clas-
sical ones especially for low SNR values. The CA-MER can
be used for any detection problem in which a false alarm and
a non-detection events have the same cost.
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