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ABSTRACT

The bandwidth and smoothness of windows play an impor-
tant role in digital signal processing. In applications such as
manufacturing process and quality monitoring, to radar target
tracking and cellular communications, the design of appro-
priate windows is one of the crucial steps. In this paper the
generalized normal function is introduced as a smooth and
configurable window. With the aid of illustrations, the ad-
vantage of using this window over conventional windows is
discussed.

1. INTRODUCTION

In concept, any mathematical representation of a signal is in-
finite. Truncating any portion of the infinite signal alters its
frequency content. Thus, the frequency content of the trun-
cating function plays an important role in the final spectral
shape of the truncated signal. In signal processing, the trun-
cating function is referred to as a window, and the operation
of truncating is referred to as windowing. Currently, there are
a variety of known windows and are often chosen based on
their spectral behavior. The choice of window affects the de-
tectability and resolvability of specific spectral components,
dynamic range, confidence, ease of implementation and may
also govern spectral leakage [1]. A comprehensive table of
windows along with their figures of merit is provided in page
176 of [1, 2].

Windows have tunable parameters, of which the most
common ones include length and time-location of the win-
dow. For example, in a rectangular window U(t− τ) −
U(t− τ − T ) (where U(t) is a unit step function), τ is the
time delay and T is the duration. In a Gaussian window

exp
(

− (t−τ)
s

2)

, τ is the time delay and s2 is the time scale.

The choice of windows are also based on the mainlobe width
and the sidelobes levels [3] (see Figure 1).
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Fig. 1. Discrete Fourier transform of a Gaussian window
showing mainlobe and sidelobes.

The Gaussian window is the most concentrated, simul-
taneously in time and frequency, and attains the uncertainty
lower bound [4]. However, it has the widest mainlobe and of-
fers the least spectral resolution of nearby kernels [1]. On the
other hand, the rectangular window provides the best spectral
resolution of nearby kernels (since it has the narrowest main-
lobe) but are unusable in restricted bandwidth applications
because of high sidelobe levels and spectral leakage. Sev-
eral other windows like the triangle window, trapezoidal win-
dow, Hann window and Hamming window offer a compro-
mise between the spectral resolution and spectral leakage but,
they do not have a constant time amplitude like the rectan-
gular window. These windows attenuate the frequency com-
ponents appearing at the ends of signals with time varying
spectrum. Many of these windows are defined such that they
are not differentiable at all time positions. In this paper, we
are proposing the use of reparameterized Generalized normal
(GN) function as a window. Recently, the GN function has
attracted attention in the mathematics and the statistics com-
munity as a smooth function and a probability density func-
tion [5–8]. The GN window is continuous and differentiable,
and with judicious choice of parameters, one can control the
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bandwidth, time-location, duration and flatness of the win-
dow. This would be a preferred window to use when ana-
lyzing signals with time varying spectral content, since the
amplitude attenuation at any given time is parameterized and
is customizable based on the application. It provides a set of
windows between the two extremes: a Gaussian and a rectan-
gular window.

The remainder of this paper is organized as follows. First,
we provide the time domain mathematical form and discuss it
characteristics. Next, we discuss the frequency domain rep-
resentation in a numerically stable logarithmic form. Illustra-
tions have been provided for visual representation of different
realizations of the GN window family. Finally, a note on ap-
plication is provided with time-frequency representation.

2. TIME DOMAIN REPRESENTATION

2.1. The Generalized Normal Function

The GN function (GNF) is a smooth, even function with infi-
nite derivatives. It is defined as

GNF (t; τ, s, n) , exp

(

−

(

t− τ

s

)n)

, (1)

where t ∈ R is the domain, τ ∈ R is the shift in the point
of even symmetry, s ∈ R

++ is the spread of the function and
n ∈ {2η; ∀ η ∈ N} is the order of the function1. The range
of this function is between 0 and 1, GNF (t) ∈ (0, 1]∀t. The
supremum of this function sup(GNF (t; s, n, τ)) = 1 is at
t = τ , and the infimum inf(GNF (t; s, n, τ)) = 0 exists at
t = ±∞, for all valid n and s. The function exists for all real
n if the absolute value of t− τ is used but, the choice of even
n ensures smoothness.

The widely used Gaussian function is the order n = 2
GNF. In the limit n → ∞, the GNF approaches a rectangular
function, i.e.

lim
n→∞

GNF (t; τ, s, n) =







1 |t− τ | < s

e−1 |t− τ | = s

0 |t− τ | > s

(2)

For intermediate values of n = 4, 6, 8, . . ., the function takes
the shape as shown in Figure 2.

2.2. The Generalized Normal window

Since the GNF is smooth and has adjustable sidelobes lev-
els, it is a suitable choice for a signal window. The window
derived by reparameterizing GNF will be referred to as Gen-
eralized normal window (GNW).

Designing a window requires parametric representation
that bears temporal significance. Using s and n are not suit-
able window parameters since they do not allow direct spec-
ification of the start and the stop times of the window. Since

1
R is the set of real numbers, R

++ is the set of strictly positive real
numbers and N is the set of natural numbers
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Fig. 2. Generalized Normal Function for different values of
n, with s = 2 and τ = 0.

the window attains 1 at t = τ , and 0 at t = ±∞, we need to
define a tolerance ε, such that 1 − ε ≈ 1 and ε ≈ 0. If we
consider to as the time of origin, ts as the time of saturation,
and te as the end time of the window, we can define the GN
window with these parameters GNW (t; to, ts, te, ε). Then,
the following assumptions hold:

GNW (to) = ε (3a)

GNW (ts) = 1− ε (3b)

GNW (te) = GNW (to) . (3c)

The time locations to, ts, te and τ are labeled in Figure 3.
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Fig. 3. The GN window with exaggerated ε for clarity.

Using the equations in (1) and (3), we can form the fol-
lowing system of equations:

ε = exp

(

−

(

to − τ

s

)n)

(4a)

ε = exp

(

−

(

te − τ

s

)n)

(4b)

1− ε = exp

(

−

(

ts − τ

s

)n)

. (4c)

The corresponding GN function parameters s, n and τ can be
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computed as

τ =
to + te

2
(5a)

n =
log

(

log(1−ε̂)
log(ε̂)

)

log
(

ts−τ
to−τ

) (5b)

s =
−to + τ

n

√

− log(ε̂)
(5c)

with a choice of the largest ε̂ ≤ ε such that n is an even
integer. Note that, (5b) is a strictly decreasing function of ε
with a strictly increasing slope. Also, for large n, rounding its
value to the nearest even number barely changes the shape of
the window. The user may choose this approach to simplify
the implementation. Figure 4 shows an example GNW that
starts at to = 2s, saturates in another 0.5s at ts = 2.5s and
ends at te = 8s with an ε ≈ 0.01.
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Fig. 4. Time domain plot of GNW (t; 2, 2.5, 8, 0.01).

3. FREQUENCY DOMAIN REPRESENTATION

The GNF does not have a generalized closed form represen-
tation of the Fourier transform. In [7, 8], the authors have de-
rived an analytic Fourier transform for the GNF. Specifically,
the Fourier transform of the GNF has been derived in [7] as

GN (ω; 0, 1, n) =
2

n

∞
∑

k=0

(−1)k Γ

(

2k + 1

n

)

ω2k

(2k)!
, (6)

where ω is frequency in rad/s. Using Fourier transform prop-
erties, the appropriate time shift and scaling can be intro-
duced2,

GN (ω; τ, s, n) = s e−jωτGN (ω s; 0, 1, n) (7)

For larger values of ω, Equation (7) may become numerically
unstable. The numerically preferred approach is to compute

2Here j is the complex representation of
√
−1

the frequency in log scale

GN (ω; τ, s, n)

=























































∞
∑

k=0

(−1)k exp
[

log

(

2s

n

)

+ log Γ

(

2k + 1

n

)

+ 2k log(ws)

− log Γ (2k + 1)− jwτ
]

;w 6= 0

2s

n
Γ

(

1

n

)

; limω → 0

(8)

In fact, using Equation (8) was observed to be about 2.7 times
faster when implemented in MATLAB 2012a on a Core i7
Windows laptop. To accurately compute the frequency com-
ponents at larger f , an extended precision numerical solver is
needed. The authors in [7] discussed the convergence of this
series.
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Fig. 5. Discrete Fourier transforms of GNF for different val-
ues of n, with s = 1.

4. DISCUSSION ON APPLICATIONS

The GNW is the best choice in applications where a smooth
truncation signals in time domain, with time-varying spec-
trum, is required. Consider the Wigner Ville time-frequency
representation (TFR) [9] of a Gaussian windowed linear chirp
as shown in Figure 6(a). The Gaussian window not only atten-
uates the time amplitude at the end points, but also alters the
spectrum by attenuating the frequency components existing at
those times. Similar effects (though not as severe) would be
observed with any other window that does not have a constant
amplitude time response like the rectangular window. On the
other hand, the GNW can be designed to custom fit the ac-
ceptable level of frequency attenuation to achieve the desired
level of smoothness. Figure 6(b) shows the Wigner Ville dis-
tribution of a GN windowed chirp. Note that the GNW was
able to deliver better frequency resolution than the Gaussian
window without generating a dog-bone effect [9] at the end
points.
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Fig. 6. Wigner Ville time-frequency representation of a lin-
ear chirp spanning 90-100Hz in 2-8s with a window spanning
from 2s to 8s.

When constructing a time-frequency based matching pur-
suit decomposition dictionary [4, 10] some applications re-
quire a chirp dictionary and the GN window could be used to
custom fit the dictionary to an application. Even when con-
structing a dictionary of pure sinusoids, using a GNW as op-
posed to the traditional Gabor atoms would add flexibility to
dictionary design with explicit control on the bandwidth.

When a signal has time-invariant frequency components,
like the sine wave shown in Figure 7, the rectangular window
is the best choice since it provides the best frequency reso-
lution. Figures 7(a),(b) and (c) show rectangular windowed
sinusoid, GN windowed sinusoid, and Gaussian windowed si-
nusoid. Note the cross terms due to the dog-bone effect [9] in

Time in s

F
re

qu
en

cy
 in

 H
z

2 4 6 8
90

95

100

(a) Rectangular windowed
sinusoid.
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(b) GNW (t; 2, 3, 8, 0.01)
windowed sinusoid.
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(c) Gaussian windowed sinusoid.

Fig. 7. Wigner Ville time-frequency representation of a 95 Hz
sinusoid with a window spanning from 2s to 8s.

the rectangular windowed sinusoid, which can be attenuated
by using the appropriate choice of the GN window.

In waveform design for radars, authors have used a trape-
zoidal window [11, 12] and on occasion a sigmoid function
envelop [12] to replace rectangular window with a more band

limited window. The GNW would provide an excellent alter-
native that is smooth and configurable.

In manufacturing industries, automatized process moni-
toring and quality inspection is performed by real time mon-
itoring of sensor signals. The GNW is an excellent fit as a
smooth window that allows for minute control on signal dis-
tortion.

Windows are also used as interpolating functions. For
instance, the appropriate choice of window was critical in
improving the effective frequency measurement resolution
in [13] by controlling the spectral leakage. The GNW would
be a well suited option here.

5. CONCLUSION

A function family, generalized normal function, has been
adopted for use as a signal window. The function has been
reparameterized such that the window shape could be ac-
curately controlled based on specific time parameters and
accuracy. This window, referred to as the generalized normal
window provides a selectable tradeoff between spectral res-
olution and band limitedness and allows all the intermediate
choice between the two extremes: the Gaussian window and
the rectangular window.

While implementing this window in time or frequency do-
main is possible when represented in sampled time, the ana-
lytic computation in frequency domain remains a numerical
challenge. Double precision number representation is insuf-
ficient to compute the Fourier transform analytically in the
high frequency range. Subsequently, these numerical chal-
lenges can be extended to computation of time-frequency rep-
resentations. For example, the plots of frequency and time-
frequency representations generated in this paper were com-
puted numerically from a sampled time instantiation of the
window. While the authors verified the accuracy of presented
analytic frequency representation3, it could not be used to
accurately generate a plot in MATLAB. A numerically sta-
ble approxiamtion method to compute the Fourier transform
would surely enhance the usability of this window.

3The accuracy was verified using extended precision in Mathematica 8.0
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