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ABSTRACT

This paper proposes lattice structures for two-dimensional (2-D)

non-separable (NS) oversampled (OS) lapped transforms. The pro-

posed systems consist of the 2-D separable discrete cosine transform

and NS support extension processes, and allow us to simply realize

rational redundancy as well as the overlapping, paraunitary (PU),

symmetric, real-valued and compact support property. The lattice

structures have two aspects. One is an extention of OS linear-phase

(LP) perfect reconstruction (PR) filter banks (FBs) to the 2-D NS

case. The other is a generalization of 2-D NS LPPR FBs to the

OS case. The significance is verified by showing some design

examples and image restoration results with the iterative shrink-

age/thresholding algorithm (ISTA).

Index Terms— Tight frame, LPPUFB, directional transform,

lattice structure, image restoration

1. INTRODUCTION

Filter banks, or transforms, are essential components of signal pro-

cessing and have found a wide variety of applications so far, such

as compression, communication, denoising, restoration, feature ex-

traction and so forth [1–4]. For image processing, filter banks are

also utilized as indispensable tools to decompose and reconstruct a

given image. In the classical approach, one-dimensional (1-D) filter

banks are applied to the vertical and horizontal direction indepen-

dently. This separable manner is quite simple, but does not exploit

the full potential of 2-D systems and shows weakness in representa-

tion of diagonal edges and textures. Demands on high-quality image

processing make us introduce NS filter banks [5–9].

Fig 1 shows a parallel structure of P -channel 2-D non-separable

filter banks. The system consists of an analysis and synthesis bank,

where z ∈ C
2 denotes a 2 × 1 complex variable vector (zy, zx)

T

in the 2-D z-transform domain, Hp(z) and Fp(z) are the transfer

functions of the p-th analysis and synthesis filter, respectively, and

↓ Mp and ↑ Mp are the downsampler and upsampler with factor

Mp ∈ Z
2×2, respectively [1, 8]. The sampling ratio of the p-th

channel, Mp, is given by Mp = |det(Mp)|. The total sum of the

reciprocals of {Mp}
P−1
p=0 , i.e. R =

∑P−1
p=0

1
M p

, is referred to as

redundancy. When R = 1, the system is referred to as a critically-

sampled (CS) filter bank. On the other hand, a system with R > 1 is

called an oversampled (OS) filter bank. Note that R ≥ 1 is required

for perfect reconstruction (PR).

∗This work was supported by JSPS KAKENHI (23560443).

Fig. 1. Parallel structure of a P -channel filter bank.

Regardless of the number of dimensions, superiority of an OS

filter bank to CS one is its high degree of design freedom [6, 10].

There is infinite combination of analysis and synthesis banks in the

OS case to meet PR, while a CS system has a unique combination.

This fact leads an optimal design problem of synthesis (analysis)

bank for a given analysis (synthesis) bank [11, 12]. Finding an op-

timal dual bank can be interpreted as a problem of finding optimal

subband images {Yp(z)}
P−1
p=0 for a given image X(z) and a fixed

synthesis bank. Since there is infinite number of subband image

candidates, we can make an optimal choice for a certain criteria. OS

filter banks have close relation to the frame theory of the vector space

[10, 13, 14]. With this rigid theory and recent development of opti-

mization techniques, the significance has been verified through the

application to image restoration such as deblurring, super-resolution

and inpainting, as well as compressive sensing [6, 7, 15–17].

Preferable properties of filter banks for image processing include

the linear-phase (LP), PR and compact-support ones. Thus, several

LP PR FIR filter banks have been proposed so far [4, 8, 18, 19]. Ta-

ble 1 summerizes some of such filter banks. The NS and OS prop-

erties are also of interest. Two simple ways are known to construct

OS filter banks from CS ones. One is a mixture construction of mul-

tiple CS systems [7,20], and the other is a non-subsampled, or shift-

invariant, construction, which is realized by removing the downsam-

plers and upsamplers from a CS system. If the original CS systems

are NS, the derived OS systems inherit the NS property. It, however,

can hardly exploit the design freedom of OS systems with these two

approaches. The redundancy R is restricted to be integer. Especially,

the latter case tends to have large redundancy. Contourlet proposed

by Do et al. satisfies all of the NS, LP and FIR property and ex-

ploits the design freedom [9]. There, however, is a restriction for

simultaneously realizing both of the LP and PU property due to the
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Table 1. Properties of several LPPR FIR filter banks, where mix-

ture and nonsubsampled constructions are not taken into account.

‘NS,’ ‘OS,’ ‘LP,’ ‘PR,’ ‘PU’ and ‘FB’ denote ‘non-separable,’ ‘over-

sampled,’ ‘linear phase,’ ‘perfect reconstruction,’ ‘paraunitary,’ and

‘filter bank,’ respectively. As well, ‘P’ means ‘possible.’

NS OS LP PU

DCT / Haar DWT [4] No No Yes Yes

5-3 DWT / 9-7 DWT [22] No No Yes No

LPPRFB [18] No Yes Yes P

NSLPPRFB [19] Yes No Yes P

OSLPPRFB [21] No Yes Yes P

Contourlet [9] Yes Yes Restricted

NSOLT (Proposal) Yes Yes Yes P

double filter bank structure. The PU property is another preferable

characteristic for filter banks since it preserves the energy between

images in the spatial and subband domain and is sometimes helpful

for reducing design parameters and simplifying computations.

In this work, we propose a novel filter bank construction to ob-

tain 2-D NS OS LPPR FIR systems. The proposed construction

is real-valued and based on lattice structures, where rational redun-

dancy is available and the PU property is simply realized. The struc-

tures are regarded as an extention of OSLPPRFBs to the 2-D NS

case [21], and a generalization of the NSLPPRFBs to the OS case

[8, 19, 20]. We refer to the proposed filter banks as non-separable

oversampled lapped transforms and abbreviate them NSOLTs. The

significance is verified by showing some design examples with ra-

tional redundancy and results of image restoration with ISTA.

2. 2-D NON-SEPARABLE OVERSAMPLED LPPRFB

Let us review the LP and PU condition in terms of polyphase ma-

trices and describe important properties on the relation among the

polyphase order, filter symmetry and the number of channels.

2.1. Parallel Structure and Polyphase Representation

Suppose that the sampling factors are all the same in Fig. 1, i.e.

Mp = M and Mp = M = |det(M)| for p ∈ {0, 1, 2, · · · , P −
1}. Then, the analysis bank {Hp(z)}

P−1
p=0 and synthesis bank

{Fp(z)}
P−1
p=0 are respectively represented by

h(z) = (H0(z) H1(z) ··· HP−1(z) )
T = E(zM)d(z),

f
T (z) = ( F0(z) F1(z) ··· FP−1(z) ) = d

T (z−I)R(zM)

and R(z) [1,8,20], where the superscript ‘T ’ denotes the transposi-

tion and d(z) shows an M × 1 vector which corresponds to a 2-D

delay chain. E(z) and R(z) are 2-D polyphase matrices and of size

P × M and M × P , respectively. The redundancy R is given by

R = P/M . When M is diagonal and the elements are My and Mx,

we have zM = (z
My
y , zMx

x )T and M = MyMx. Each element

of the delay d(z) is defined by [d(z)]ℓ = z
−((ℓ))My
y · z

−⌊ℓ/My⌋
x for

ℓ ∈ {0, 1, · · · ,M − 1}, where ((x))m denotes the modulo x of m.

2.2. Linear-Phase Condition

Suppose that all filters {Hp(z)}
P−1
p=0 and {Fp(z)}

P−1
p=0 are of size

Ly × Lx = (Ny + 1)My × (Nx + 1)Mx. The polyphase order n̄

is given by n̄ = (Ny, Nx)
T , and the LP conditions for the analysis

and synthesis bank are represented as

E(z) = z
−n̄

ΓPE(z−I)JM , (1)

R(z) = z
−n̄

JMR(z−I)ΓP , (2)

respectively, where JM is the M ×M reversal matrix, and ΓP is a

P × P diagonal matrix with diagonal elements ‘1’ or ‘−1,’ which

correspond to symmetric and antisymmetry filters, respectively.

2.3. Perfect Reconstruction and Paraunitary Condition

The PR condition is sufficiently represented by R(z)E(z) =
z−n̄IM in terms of the polyphase matrices, where IM is the M×M
identity matrix. If an analysis and synthesis bank satisfy

E
T (z−I)E(z) = IM , (3)

R(z)RT (z−I) = IM , (4)

respectively, such systems are said to be PU [13, 14, 21]. From the

frame-theoretic point of view, a PU system corresponds to a tight

frame [14]. If we have a PU analysis bank, then we can obtain a PU

synthesis bank by the para-conjugation of E(z):

R(z) = z
−n̄

E
T (z−I). (5)

It is verified that this pair of banks constitute a PR system together.

In the OS case, however, there is infinite number of PR combination

of analysis and synthesis banks [11, 12]. (5) illustrates one choice

of such combinations and optimal in the sense that the energy, i.e.

squared standard norm, of subband images {Yp(z)}
P−1
p=0 is mini-

mized. For a given analysis bank, it is also possible to find a different

synthesis bank with another criteria, and vice versa. When a synthe-

sis filter bank is fixed, regardless it is PU or not, a direct search of

subband images {Yp(z)}
P−1
p=0 is also available.

2.4. Relation between Polyphase Order and Symmetry

In the article [21], Gan et al. discuss theorems on the relation

among the polyphase order, sampling ratio, the number of channels

and filter symmetry for 1-D OS LPPRFBs. Let us extend the theo-

rems to the 2-D NS case. Note that the result shown here is novel

and the derivation is not trivial since there are two variables for the

polyphase order, although we omit to show the details of the proof.

Theorem 1. For a P -channel NS OS LPPR filter bank with sampling

ratio M = MyMx, suppose all of the analysis and synthesis filters

are of the same size Ly × Lx = (Ny + 1)My × (Nx + 1)Mx. The

number of symmetric filters ps and antisymmetric filters pa = P−ps
must satisfy the following necessary conditions.

1. When M is even and n̄ = (Ny, Nx)
T is arbitrary, M/2 ≤

ps ≤ P −M/2 and M/2 ≤ pa ≤ P −M/2.

2. When M is odd and both of Ny and Nx are even, (M +
1)/2 ≤ ps ≤ P − (M − 1)/2 and (M − 1)/2 ≤ pa ≤
P − (M + 1)/2.

3. When M is odd and either of Ny or Nx is odd, (M +1)/2 ≤
ps ≤ P−(M+1)/2 and (M+1)/2 ≤ pa ≤ P−(M+1)/2.

Proof . Follow the proof of [21, Theorem 1].
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2.5. Condition on Propagation Matrix G
{d}
nd (zd)

A lattice structure for a P -channel LPPR FIR filter bank is given

by a cascade representation of polyphase matrix E(z) in terms of

propagation matrices {G
{d}
nd (zd)}:

E(z) = G
{y}
Ky

(zy)G
{y}
Ky−1(zy) · · ·G

{y}
1 (zy)

×G
{x}
Kx

(zx) · · ·G
{x}
2 (zx)G

{x}
1 (zx)E0(z), (6)

where E0(z) is a P × M initial matrix of polyphase order n̄0 =

(Ny0, Nx0)
T , and G

{y}
ky

(zy) and G
{x}
kx

(zx) are P × P propaga-

tion matrices of polyphase order n̄y1 = (Ny1, 0)
T and n̄x1 =

(0, Nx1)
T , respectively. The condition on G

{d}
kd

(zd) is shown as

follows:

Theorem 2. In (6), if each G
{d}
kd

(zd) is FIR invertible, i.e. the de-

tarminant is a monomial in zd, and satisfies

G
{d}
kd

(zd) = z
−Nd1
d ΓPG

{d}
kd

(z−1
d )ΓP , d ∈ {y, x}, (7)

then E(z) corresponds to an NS OS LPPRFB with all filters of size

Ly × Lx = (KyNy1 + Ny0 + 1)My × (KxNx1 + Nx0 + 1)Mx

each.

Proof . Follow the proof of [21, Theorem 2].

Theorem 3. If G
{d}
kd

(zd), d ∈ {y, x} is invertible and satisfied (7)

with Nd1 = 1, then ps = pa.

Proof . Follow the proof of [21, Theorem 3].

Similar to the 1-D case, from Theorem 3, 2-D NS OS LPPR

filter banks are categorized into the following two Types:

1. Type-I: ps = pa, Nd1 = 1, d ∈ {y, x}
2. Type-II: ps 6= pa, Nd1 6= 1, d ∈ {y, x}

3. LATTICE STRUCTURES FOR NSOLT

Let us propose a P -channel NS OS LPPR filter banks with diagonal

sampling factor M = diag(My,Mx). As a preliminary, we define

a P × P butterfly matrix B
(m)
P as

B
(m)
P =







1√
2

(

Im Im
Im −Im

)

, m = P
2

1√
2

(

Im o Im

oT √
2IP−2m oT

Im o −Im

)

, m < P
2

,

where ⌈M/2⌉ ≤ m ≤ ⌊P/2⌋ and o is a zero column vector.

3.1. Type-I NSOLT

When the number of channels P is even, it is possible to set ps =
pa = P/2. From Theorem 3, a Type-I lattice can be constructed

with propagation matrices {G
{d}
kd

(zd)} of order Nd1 = 1. The cor-

responding polyphase matrix E(z) is represented by

E(z) =

Ny
∏

ny=1

{

R
{y}
ny

Q(zy)
}

·

Nx
∏

nx=1

{

R
{x}
nx

Q(zx)
}

·R0E0, (8)

where

Q(zd) = B
(P

2
)

P

(

Ips O

O z−1

d
Ipa

)

B
(P

2
)

P , R{d}
n =

(

Ips O

O U
{d}
n

)

,

where O is a zero matrix and U
{d}
n ∈ R

pa×pa is an arbitrary invert-

ible matrix. We adopt the initial matrix E0(z) defined by the product

of the matrix representation of 2-D discrete cosine transform (DCT)

E0 ∈ R
M×M and

R0 =
(

W0 O
O U0

)

(

I⌈M/2⌉ O

O O
O I⌊M/2⌋

O O

)

∈ R
P×M , (9)

where W0 ∈ R
ps×ps and U0 ∈ R

pa×pa are arbitrary invertible

matrices. The order of E0(z) = R0E0 is n̄0 = (Ny0, Nx0)
T =

(0, 0)T . It can be verified that E(z) in (8) satisfies both of (1) and

(3) simultaneously. For P = M , the lattice structure reduces to that

of even-channel CS filter banks [8, 19].

3.2. Type-II NSOLT

For ps 6= pa, even if P is even, propagation matrices {G
{d}
kd

(zd)} of

order Nd1 6= 1 are required to construct a lattice from Theorem 3.

We here consider only the case ps > pa with even Ny and even Nx.

Fig 2 shows an example of such a lattice structure with propagation

matrices of order Nd1 = 2. The corresponding polyphase matrix

E(z) is represented by

E(z) =

Ny/2
∏

ℓy=1

{

R
{y}
Eℓy

QE(zy)R
{y}
Oℓy

QO(zy)
}

×

Nx/2
∏

ℓx=1

{

R
{x}
Eℓx

QE(zx)R
{x}
Oℓx

QO(zx)
}

·R0E0, (10)

where

QE(zd) = B
(pa)
P

(

IP−pa O

O z−1

d
Ipa

)

B
(pa)
P , R

{y}
Eℓ =

(

W
{d}
ℓ

O

O Ipa

)

,

QO(zd) = B
(pa)
P

(

Ipa O

O z−1

d
IP−pa

)

B
(pa)
P , R

{x}
Oℓ =

(

Ips O

O U
{d}
ℓ

)

.

W
{d}
ℓ ∈ R

ps×ps and U
{d}
ℓ ∈ R

pa×pa are arbitrary invertible ma-

trices. We adopt the initial matrix E0(z) defined by the product of

the 2-D DCT E0 ∈ R
M×M and R0 ∈ R

P×M in (9). It can be ver-

ified that E(z) in (10) simultaneously satisfies both of (1) and (3).

For P = M , the lattice structure reduces to that of odd-channel CS

filter banks [8, 19]. Note that this Type-II construction requires for

the order of the initial matrix E0(z) in the direction d, i.e. Nd0, to

be one when Nd is odd. In this paper, we omit to show such cases as

well as the case ps < pa.

3.3. No-DC-leakage Condition

The no-DC-leakage property is of interest for filter banks applied to

image processing [3]. With a similar discussion to the article [8,20],

the conditions for Type-I NSOLT in (8) and Type-II NSOLT in (10)

are derived as W0 =
(

1 oT

o W

)

and
∏Ny/2

ℓy=1 W
{y}
ℓy

·
∏Nx/2

ℓx=1 W
{x}
ℓx

·

W0 =
(

1 oT

o W

)

, respectively, where W ∈ R
(ps−1)×(ps−1) is an

arbitrary invertible matrix.

4. DESIGN EXAMPLES

In this section, we show some examples of NSOLTs in order to verify

the significance of the lattice structures.
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Fig. 2. Type-II lattice structure of analysis bank of a 2-D NS OS lapped transform (NSOLT).

Fig. 3. Design example of Type-II NSOLT. The impulse and fre-

quency amplitude responses in (ωy, ωx)
T ∈ [−π, π)2 are shown,

where P = ps+pa = 5+2 = 7, My = Mx = 2 and Ny = Nx = 4.

4.1. Critically-sampled Haar transform

NSOLT in (8) include CS Haar transform as a special case. The

transform can be obtained by the following settings.

• Sampling ratio: My = Mx = 2 (M = 4)

• ♯Channels: P = ps + pa = 2 + 2 = 4 (R = P/M = 1)

• Polyphase order: Ny = Nx = 0
• Type-I structure with W0 = I2, U0 = I2

This filter bank is PU and has no DC-leakage.

4.2. Nonsubsampled Haar Transform

NSOLT in (8) include nonsubsampled Haar transform as a special

case. The transform can be obtained by the following settings.

• Sampling ratio: My = Mx = 1 (M = 1)

• ♯Channels: P = ps + pa = 2 + 2 = 4 (R = P/M = 4)

• Polyphase order: Ny = Nx = 1

• Type-I structure with W0 = U
{y}
1 = I2, U0 = U

{x}
1 = J2

This filter bank is PU and has no DC-leakage.

4.3. Type-II NSOLT with Rational Redundancy

Let us show a design example of Type-II NSOLT in (10) with ratio-

nal redundancy. The followings summerizes the design settings:

• Sampling ratio: My = Mx = 2 (M = 4)

• ♯Channels: P = ps + pa = 5 + 2 = 7 (R = P/M = 7/4)

• Polyphase order: Ny = Nx = 4
• Type-II structure with orthonormal parameter matrices W0,

U0, {W
{d}
ℓd

} and {U
{d}
ℓd

}

Fig 3 shows a design example, where the no-DC-leakage condition

is taken into account. This filter bank is also PU.

5. EXPERIMENTAL RESULTS

In order to verify the significance of NSOLT in 4.3, we will show an

experimental results of image restoration with ISTA [15, 23]. Let us

assume a typical linear degradation model x = Pu + w, where x

is an observed image, u is an unknown original image, P is a linear

(a) (b) (c)

(d) (e) (f)

Fig. 4. Inpainting results with ISTA. (a) Original (128 × 128,

8bit gray scale). (b) Observation (pixel loss ratio: 20%), PSNR:

11.93dB. (c) 6-level Haar DWT (R = 1), PSNR: 27.60dB. (d) 2-

level nonsubsampled Haar DWT (R = 7), PSNR: 24.21dB. (e) 6-

level union of DirSOWTs (R = 5), PSNR: 33.39dB [23]. (f) 6-level

Type-II NSOLT in Fig 3 (R = 1.999755859375), PSNR: 32.24dB.

degradation process, w is a zero-mean additive white Gaussian noise

(AWGN). An image restoration problem is to find a good candidate

û of the unknown image u from the observed image x. Suppose that

u is represented by a dictionary D as u = Dy and y is sparse. We

use ISTA to solve the optimization problem ŷ = argminy
1
2
‖x −

PDy‖22 + λ‖y‖1 and estimate the original u as û = Dŷ [23].

In this experiment, we modeled the degradation P as random

downsampling with 20%-pixel loss. As dictionary D, LPPU synthe-

sis banks of 6-level Haar DWT in 4.1, 2-level nonsubsampled Haar

DWT in 4.2, 6-level union of DirSOWTs of order Ny = Nx = 4
[20, 23–25] and 6-level NSOLT in Fig. 3 were adopted. The re-

dundancy ratios are R = 1, 7, 5 and 1.999755859375, respectively.

The basis termination technique was applied for all cases as a bound-

ary operation [26]. Fig. 4 summerizes the results, where the control

parameter of ISTA λ was set to the best value for each transform

experimentaly. From Fig. 4, the NSOLT shows better performance

than both of NS Haar DWT and comparable performance to UDN4

with lower redundancy.

6. CONCLUSIONS

In this work, we proposed novel lattice structures for 2-D non-

separable linear-phase perfect reconstruction FIR filter banks. The

proposed structures can realize a real-valued symmetric tight frame.

Through experiments of image inpainting with ISTA, we verified

the significance of the proposed transforms.
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