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ABSTRACT

Shutdown of low traffic load base stations (BSs) is recognized
as a promising approach to increase energy-efficiency (EE)
and reduce total power consumption, especially for small cell
networks (SCN). In this paper, we study BS closing strate-
gies for downlink multi-antenna multi-carrier SCN support-
ing best effort traffics. We formulate the optimization prob-
lem of long-term BS closing, BS-user association and sub-
carrier allocation to maximize EE or minimize total power
consumption under the constraints of average sum rate and
rate proportion. We obtain an optimal solution for maximiz-
ing EE and a suboptimal solution for minimizing total power
consumption. Simulation results show that the solutions pro-
vide substantial gain both in saving power consumption and
increasing EE, and minimizing the total power consumption
will not lead to the maximal EE.

1. INTRODUCTION

Energy-efficiency (EE) is becoming an important design
goal for cellular networks except for spectrum efficiency (SE)
[1]. Statistical results in mobile communications show that
over 80% of the power is consumed by base stations (BSs) [2],
and about 60% of the power consumed at each BS is taken up
by processing circuits and air conditioning [3].

As a result, shutting down the BSs without active user-
s is expected as an efficient way to reduce network power
consumption [4, 5]. This is practically possible because the
deployment of existing cellular networks, usually optimized
for fully loaded traffics, leads to very inefficient usage of B-
Ss during off-peak time. Moreover, the daily traffic variation
due to user mobility and activities is predictable, which in-
dicates that BS closing strategies can operate on a long-term
time scale, e.g., in hours. Several BS closing schemes based
on traffic load and channel conditions were studied, e.g., [6].

Small cell networks (SCNs) are gaining wide popularity
to improve both SE and EE [7]. On one hand, dividing a
large (Macro) cell into a number of small (Pico) cells bring
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the users closer to the BSs, which is one of the most effective
ways to increase the network capacity. On the other hand, the
idle BSs can be shut down to reduce power consumption.

To achieve high EE or low power consumption while en-
suring the required performance of a particular system, the
traffic feature should be considered. For best effort traffics,
the requirement is to maximize the sum rate and to ensure the
fairness in data rates among multiple users.

In this paper, we investigate BS closing strategies for
multi-input-multi-output (MIMO)-orthogonal frequency du-
plex multiple access (OFDMA). We consider downlink SCN
supporting best effort traffics. We formulate the problem of
BSs closing, BS-user association and subcarrier allocation
toward different optimization objective functions, maximize
EE and minimize total power consumption, ensuring minimal
average sum rate requirement and proportional rate fair-
ness. The total power includes the circuit power and transmit
power. We obtain an optimal solution for maximizing EE.
Considering that the problem to minimize total power con-
sumption is intractable for large scale networks, we resort to
sparse optimization [8] to find a suboptimal solution.

2. SYSTEM AND POWER CONSUMPTION MODEL

2.1. System Model

Consider a downlink MIMO-OFDMA SCN, where B low
power BSs each equipped with Nt antennas are deployed to
serve M single-antenna users in the network without coordi-
nation. When a BS serves multiple users, L subcarriers are
shared without overlapping. Denote gmb,j =

√
αmbhmb,j as

the channel vector between BSb and user m at the jth subcar-
rier, where αmb is the large scale fading gain including path
loss and shadowing, hmb,j ∈ CNt×1 is the small scale fading
channel vector. Entries of different subcarriers channel vector
are assumed independent and identically distributed (i.i.d.).
We assume perfect instantaneous channel state information
(CSI) is available at each active BS and the BS transmits to
the user with maximal-ratio transmission (MRT) precoding.

Since a large portion of power is consumed by the circuits
of active BSs, our main concern is how to save energy by
closing unnecessary BSs. In SCN, the BSs transmit with low
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power, the idle BSs are closed, and user distribution is sparse
[9]. This leads to negligible inter-cell interference and the
scenario is noise limited. Then, if user m is served by BSb,
the average data rate can be expressed as

Rm = Δf

kmb∑
j=1

E{log2(1 +
Pαmb

σ2
‖hmb,j‖2)} (1)

= kmbΔfE{log2(1 +
Pαmb

σ2
‖hmb,1‖2)} = kmbΔf r̄mb,

where Δf is the subcarrier spacing, kmb is the number of
subcarriers occupied by user m. We assume equal power al-
location across all the subcarriers, P and σ2 are respectively
the transmit power and noise power at each subcarrier, r̄mb

denotes the average SE of user m.

2.2. Power Consumption Model

A typical power consumption model for low power BSs
such as pico and femto cells is provided in [9]. The total
power consumed by a BS consists of transmit power and cir-
cuit power. Denote η as the efficiency of the power amplifi-
er. Then, the transmit power consumption of BSb is P b

tr =
P
η

∑
m∈Sb

kmb. Besides a fixed circuit power consumption
to maintain the operation of the BS, circuit power consumed
for signal prossing depends on the number of subcarriers, i.e.,
P b
sp = psp

∑
m∈Sb

kmb, where psp is the signal processing
power consumption of each subcarrier.

The total power consumption at BSb is modeled as,

P b
tot = P b

tr + P b
sp + P b

c , b = 1, · · ·B, (2)

where P b
c is the fixed circuit power consumption of the BS,

and can be modeled by a piecewise function as

P b
c =

{
Pca if BSb is active,
0 if BSb is closed.

3. BS CLOSING STRATEGIES

In this section, we study BS closing strategies for best ef-
fort traffics. We optimize the BS closing pattern, user access,
and the subcarrier allocation of active BSs that maximize the
EE and minimize the total power consumption under the con-
straint of a minimal average sum rate and rate fairness.

3.1. EE Maximization

Define BS-user association vectors wm ∈ {0, 1}B×1,
whose bth entry wmb is 1 if user m is connected to BSb and
0 otherwise. Then, the total power consumption in the SCN
can be expressed as

Ptot({wi,ki}Mi=1)

= Pca

B∑
b=1

‖eTb
M∑

m=1

wm‖0 + (
P

η
+ psp)

M∑
m=1

kT
mwm,(3)

where ‖ · ‖0 denotes l0-norm, eb is a vector of zeros except
that its bth entry is one, km ∈ R

B×1 whose bth entry is kmb.
Then, eTb

∑M
m=1 wm indicates the number of users connect-

ed to BSb, and ‖eTb
∑M

m=1 wm‖0 = 1 indicates that BSb is
active while ‖eTb

∑M
m=1 wm‖0 = 0 indicates it is idle and

should be closed. Define the EE as

EE({wi,ki}Mi=1) =
Rsum

Ptot({wi,ki}Mi=1)
, (4)

where Rsum =
∑M

m=1 Rm is the sum rate.
To support best effort traffics for users, we formulate the

optimization problem of BS closing, BS-user association and
subcarrier allocation to maximize the EE under the constraints
of minimal average sum rate and user rate fairness as follows

max
{wi,ki}M

i=1

EE({wi,ki}Mi=1) (5a)

s.t. Rsum ≥ Rmin (5b)
Rm = βmRsum 1 ≤ m ≤ M (5c)
M∑

m=1

eTb km · eTb wm ≤ L, 1 ≤ b ≤ B (5d)

1Twm = 1, 1 ≤ m ≤ M (5e)
wmb = 0or 1, 1 ≤ m ≤ M, 1 ≤ b ≤ B.(5f)

where the fairness factor βi is a positive real number and∑M
i=1 βi = 1, which ensures the fairness among the ac-

tive users with a data rate proportion as in [10], (5d) en-
sures that each BS can at most allocate L subcarriers, i.e.,∑

m∈Sb
kmb ≤ L, 1 is a vector of one, and (5e) ensures each

user to be connected to a single BS.
For given BS-user association vectors {wi}Mi=1, constraint

of (5c) leads to the following long-term subcarrier allocation
for the active BSs: kmb = �βmRsum

Δfr̄mb
�. By ignoring the impact

of ceil operation, the number of subcarriers is a linear function
of the sum rate Rsum. Moreover, the first term of (3) is a
constant, and the second term is a linear function of Rsum.
Then, (4) can be rewritten as

EE =
Rsum

P I
c + κRsum

=
1

κ
− P I

c

κP I
c + κ2Rsum

, (6)

where P I
c = Pca

∑B
b=1 ‖eTb

∑M
m=1 wm‖0 and κ = (Pη +

psp)
∑M

m=1

∑B
b=1

βm

Δfr̄mb
wmb does not depend on Rsum.

Therefore, EE is an increasing function of Rsum. It implies
that in order to maximize the EE, the average sum rate (i.e.,
SE) should achieve the maximal value. This suggests that
each active BS should employ available subcarriers as many
as possible to serve the users connected to it.

We consider sparse user distribution and B 	 M . The
solution of problem (5) is as follows: all the users should con-
nect to their local BSs with strongest average receive signals,
the idle BSs without users are closed, and at least one active
BS allocates all the subcarriers to serve the user accessed to
it, other active BSs allocate subcarriers according to (5c).
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3.2. Total Power Minimization

The BS closing strategy maximizing the EE does not nec-
essarily lead to the minimization of the total power consump-
tion. In realistic systems, we need to reduce the total pow-
er consumption. When the equality in (5b) holds, the total
power consumption will achieve the minimal. Further con-
sidering (5c), the two constraints of (5b) and (5c) lead to the
following long-term subcarrier allocation for the active BSs:
kmb = �βmRmin

Δfr̄mb
�. Then, the optimization problem of BS

closing and BS-user association to minimize the total power
consumption under the constraints of minimal average sum
rate and fairness can be formulated as

min
{wi}M

i=1

Ptot({wi}Mi=1) (7)

s.t. (5d), (5e), (5f).

We introduce sparse concave relaxation to solve this prob-
lem. A standard approach to solve the sparse optimization
problem is to relax the l0-norm in objective function. The
following relation for any given scalar a > 0 is given in [8],
‖a‖0 = limε→0

ln(1+aε−1)
ln(1+ε−1) . We ignore the limit and relax the

l0-norm as follows

‖a‖0 ≈ μ ln(1 + aθ−1)

ln(1 + θ−1)
, (8)

where θ > 0 is a small constant, μ ∈ (0, 1] is a parameter to
control the accuracy of the approximation.

By using (8), relaxing the binary integer constraints (5f)
and normalizing the coefficient, problem (7) becomes

min
{wi}M

i=1

f({wi}Mi=1) �
B∑

b=1

ln(1 + eTb

M∑
m=1

wmθ−1)

+λ

M∑
m=1

kT
mwm (9a)

s.t. (5d), (5e),

0 ≤ wmb ≤ 1, 1 ≤ m ≤ M, 1 ≤ b ≤ B, (9b)

where λ = (Pη + psp) ln(1 + θ−1)/(μPca).
The objective function is concave and differentiable.

We can use the majorization-minimization (MM) algorith-
m [11] to find a sequence of vectors {w(n)

i }Mi=1 such that
f({w(n+1)

i }Mi=1) ≤ f({w(n)
i }Mi=1). Denote

g({wi}Mi=1, {w(n)
i }Mi=1) = f({w(n)

i }Mi=1)

+

M∑
i=1

(wi −w
(n)
i )T

∂f({w(n)
i }Mi=1)

∂w
(n)
i

, (10)

as the majorizing function used by the MM algorithm, where

∂f({w(n)
i }Mi=1)

∂w
(n)
i

=

B∑
b=1

eb

θ + eTb
∑M

m=1 w
(n)
m

+ λki. (11)

During the iteration, w(n+1) can be obtained by solving
the following problem

min
w

g({wi}Mi=1, {w(n)
i }Mi=1) (12a)

s.t.

B∑
b=1

(‖eTb
M∑
i=1

wi‖0 − ‖eTb
M∑
i=1

w
(n)
i ‖0)2 ≤ 1, (12b)

(5d), (5e), (9b),

where constraint (12b) ensures that in each iteration, at most
one BS can change its operation mode.

To solve problem (12) without loss of optimality, we first
solve the problem for a given BS whose mode has changed,
which is a linear programming problem and can be solved
efficiently. Next, we find which BS should change mode
by exhaustive searching. We terminate the algorithm when
f({w(n)

i }Mi=1) − f({w(n+1)
i }Mi=1) < ε, and obtain the sub-

optimal solution {w�
i }Mi=1), where ε > 0 is a small value.

It is not hard to prove the monotonicity and boundedness of
f({w(n)

i }Mi=1), then the algorithm is convergent.
Due to the relaxing of (5f), some entries of {w�

i }Mi=1) are
not integers. We map the entries onto binary integers in the
following way. First, we connect user m to BSb if wmb = 1.
Then, for the remaining users, say, user j, it is assigned to
BSi if wji is the largest entry less than 1 and BSi still has
subcarriers not yet allocated, j �= m, i �= b. If a user can
not be assigned to any active BS, the nearest BS should be
activated to serve the user.

The initialization of the MM algorithm is crucial to the
performance. We find the initial value by searching as fol-
lows. For all values of w(0) that ensure the number of active
BSs less than B0, compare all corresponding suboptimal so-
lutions and select one with minimal total power consumption.

We refer to such an algorithm to find the solution of BS
closing, BS-user association and subcarrier allocation toward
total power minimization as suboptimal BS closing method.

4. SIMULATION RESULTS

In this section, we evaluate the power consumption and
EE of the two BS closing methods.

The simulation setup is based on the parameters of a pico
cell setup in [9]. The SCN includes 19 (three-tier) small cells.
The radius of small cells is 50 m. Nt = 2, L = 1024, and
Δf = 15 kHz. η = 8.0%, psp = 0.4 mW, Pc,a is either
2.2 W or 4 W [12]. Two propagation models are considered,
and 10 m is the transition distance. In short-or long-range
model, the large-scale fading model is 38.5 + 20 log d (dB)
[13] or 30.6+36.7 log d (dB) [14]. The standard deviation of
shadowing is 6 dB. When a BS is active, the transmit power is
21 dBm. To compare with the optimal solution of problem (7)
obtained by exhaustive searching that is of high complexity,
we set 5 users in the SCN. In the concave relaxation, θ =
0.1 and μ = θ ln(1 + θ−1) = 0.24, but the performance is

4786



not sensitive to these parameters. In the MM algorithm, ε =
0.1 and B0 = 2. All the simulation results are obtained by
averaging over 100 realizations of small scale fading channels
and 100 random locations of the users.
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Fig. 1. Total power consumptions versus SE. SEEE = 23 bp-
s/Hz, PEE

tot = 19 W for 2.2 W, and PEE
tot = 28 W for 4 W.
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Fig. 2. EE versus SE. SEEE = 23 bps/Hz, EEEE = 1.2 bit-
s/J/Hz for 2.2 W, and EEEE = 0.8 bits/J/Hz for 4 W.
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Fig. 3. Impact of fairness on total power consumption.

In Fig. 1, we compare the total power consumptions of

the following strategies: 1) traditional BS closing method,
where all the users connect to their local BSs, the idle B-
Ss are closed, and each active BS allocates the subcarriers
to ensure the required average data rate of each user, 2) sub-
optimal BS closing method, 3) optimal solution of problem
(7), which is obtained by exhaustive searching, and 4) op-
timal solution of problem (5), whose performance is SEEE ,
PEE
tot and EEEE . We can see that the optimization aiming

at maximizing EE does not provide the minimal total power
consumption. For the strategy that minimizes the total power
consumption, the suboptimal method is very close to the opti-
mal solution. Comparing the suboptimal method with the tra-
ditional method, the gain in saving power increases with the
circuit power of the active BS, and decreases with the growing
of the SE. This is because the gain comes from closing unnec-
essary BSs. When the SE is high, the suboptimal method has
little gain because each BS does not have enough subcarriers
to serve the users that are close to its adjacent BSs.

In Fig. 2, we compare the EE of the above-mentioned
three strategies with that of the SCN without BS closing. A
significant gain in EE is obtained by closing a large number
of BSs that do not serve users. We can also see that in all of
the scenarios, a high SE requirement leads to a high EE. Com-
paring the suboptimal method with the traditional BS closing
method, the gain in saving power is more pronounced than
the gain in EE for the low SE region. This is because the op-
timization to minimize the power consumption is subject to a
given sum rate requirement but the optimization to maximize
the EE is subject to a minimal sum rate requirement, such that
the power consumption gain is more sensitive to SE.

In Fig. 3, we show the impact of fairness. We consider
absolutely fairness (βi = 1/M ) and resource fairness (i.e.,
βi = r̄ibi/

∑M
m=1 r̄mbm ), which implies that cell center users

obtain a higher rate while cell edge user obtains lower rate.
We can see that different kinds of fairness have minor impact
when SE is low, because the circuit power is dominant. When
SE is high, absolutely fairness requires more power consump-
tion than resource fairness, because the cell edge users with
absolutely fairness needs more transmit power.

5. CONCLUSION

We have studied two methods for BS closing, user ac-
cess and subcarrier allocation strategies to maximize EE and
to minimize total power consumption. We found the optimal
solution for the EE maximization problem, and proposed a
suboptimal solution for the total power minimization prob-
lem. Simulation results show both strategies have significant
gains in saving power and increasing EE over traditional BS
closing scheme especially at low SE region. The proposed s-
trategy toward power minimization consumes much less pow-
er than the strategy toward EE maximization. Fairness has
minor impact when SE is low, while absolutely fairness con-
sumes more power than resource fairness when SE is high.
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