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ABSTRACT

With full-duplex relays, simultaneous reception and transmission in
the same frequency produce self-interference distortion and relay os-
cillation, hampering reception at the receiver end unless properly
mitigated. Previous adaptive methods for self-interference cancella-
tion using multiple receive antennas require knowledge of the direc-
tion of arrival of the source signal. We present a novel architecture
and adaptive scheme for Amplify-and-Forward relays allowing can-
cellation without such knowledge. The temporal filter is updated
under the property restoral paradigm in order to match the power
spectrum of the retransmitted signal to that of the source signal.

Index Terms— Full-duplex relays, adaptive filters, feedback
cancellation, MISO, spectrum shaping, beamforming.

1. INTRODUCTION

Self-interference at relays is a direct consequence of simultaneous
transmission and reception (full-duplex mode [1, 2]) in the same
frequency, which creates a feedback path between the transmit and
receive side of the relay [3]. Even if some degree of antenna isola-
tion is provided by design, this may be insufficient, given that the
retransmitted signal power is usually tens of dB above that of the re-
ceived signal from the source. If not properly dealt with at the relay,
this self-interference will hamper demodulation at the final destina-
tion. Consequently, full-duplex relays must include self-interference
mitigation techniques [4, 5, 6, 7]. We presented in [8] a novel adap-
tive suppressor for Amplify-and-Forward (A&F) relays [9] equipped
with a single receive and a single transmit antenna (SISO). This
adaptive filter, whose operating principle is the restoral of the desired
power spectrum at the relay output, has low complexity and provides
good performance without introducing additional processing delay
in the relay station (which is undesired for cyclic prefix-based mod-
ulation formats). This design was extended in [10] to relays with
multiple receive antennas (MISO), effectively combining temporal
processing (filtering) and spatial processing (beamforming) in order
to provide further supression of the unwanted feedback signal. How-
ever, one drawback of the design from [10] is the need to know the
angle of arrival (AoA) of the incoming source signal for the adapta-
tion of the beamformer, thus reducing its leeway. We aim to over-
come this issue by extending the methods from [8] and [10] to a fully
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Fig. 1. MISO M -input, 1-output wireless relay.

integrated spatio-temporal adaptive feedback suppressor which does
not require AoA knowledge for its operation.

2. PROBLEM FORMULATION

The block diagram of a MISO A&F full-duplex relay is shown in
Fig. 1, consisting of: (i) The M receive analog front-ends, each
comprising a receive antenna and a down-conversion stage either to
baseband or to an intermediate frequency (IF); (ii) The digital stage,
consisting of the M analog-to-digital converters (ADC), a digital
signal processing (DSP) unit implementing the space-time feedback
suppressor (STES), and the corresponding digital-to-analog con-
verter (DAC); (iii) The transmit analog front-end, comprising the
up-conversion stage to RF, a high-power amplifier, a channel filter
to reduce out-of-band emissions and the transmit antenna.

A discrete-time equivalent model is presented next. The under-
lying sampling rate is fs = 1/T,. The incoming signal from the
source (assumed to be a single-antenna transmitter), with bandwidth
much smaller than the carrier frequency, is denoted by s(n). The
source-relay channel, assumed time-invariant', is modeled as a mul-
tipath channel with N propagation paths [11]:

No—1

d(w) = Z ﬁ§5)v(¢>§”)e’jm55>/n, )

i=0

where B§S>, A§S> and gf)ES) are respectively the gain, delay and AoA

The adaptive schemes presented in the sequel should be able to track
time variations as long as these are sufficiently slow.
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Fig. 2. Equivalent baseband representation of the MISO A&F relay. The dashed box contains the feedback supressor.

of the i-th path. The array response [12] is denoted by v(¢). For ex-
ample, for a uniform linear array (ULA) as considered in Sec. 5 one
hasv(¢) = [ 1 € I M=D0 H with § = 214 sin ¢,
and A, d respectively the carrier wavelength and element separation.

Analogously to (1), the coupling channel between the relay

transmit antenna and its receive array is modeled as

Ny

pw) =Y B w(g{)e AT @)

=1

We will denote by d(z) = ZiL:dO d;z""and p(z) = Zfﬁl piz "t
the z-domain versions of (1) and (2) respectively. Similarly, the z-
domain equivalent of the j-th analog front-end at the receive side is
denoted by g;(z), 1 < j < M, whereas that of the analog front-end
at the transmit side is denoted by go(z).

Fig. 2 shows the baseband equivalent system of the relay
from the STFS perspective, where we have introduced the equiv-
alent source-to-relay and coupling transfer functions c(z) =
G(2)d(z) and f(z) = G(z)p(2)go(z), respectively, with G(z) =
diag {g1(2) --- gm(z)}. We then write

Le _ Ly .
c(z) = Z ciz 'y, f(z)= Z fiz " (3)
=0 i=1

Note that f(z) is strictly causal. It is also assumed that co # O,
since the proposed algorithm is based on second-order statistics of
s(n) and hence remains insensitive to a bulk delay factor in ¢(z).
The vector p(n) = [ni(n) ... na(n)]” denotes the input
noise, whereas y(n) is the retransmitted signal. The M-input, 1-
output STFS transfer function h(z) is comprised of three blocks: an
M x M diagonal matrix B = diag{bi --- ba} with complex-
valued gains b;; an M x 1 vector w = [wy --- wM]T; and
a l-input, M-output filter with (strictly causal) transfer function
a(z) = ZiLz"l a;z~ . With these, the relay output 3(n) becomes

. wf B
Y = T B ) T S )] @

Eq. (4) shows the effect of the coupling path, which can be seen
as an IIR channel at the destination. With the architecture proposed,
an obvious choice to eliminate this effect is to select w® Ba(z) =
—w™ Bf(z). The challenge is to design suitable adaptive schemes
in order to achieve this solution blindly, i.e. without knowledge of
the coupling transfer function f(z) or the source-relay channel ¢(z).

The STFS architecture in Fig. 2 cancels the feedback before
combining the M incoming signals. This is in contrast with the ap-
proach in [10], in which spatial combining (beamforming) is done
first, and then feedback cancellation is applied. As we will see, this
modification allows for the derivation of adaptive schemes which do
not require AoA knowledge. On the other hand, the architecture in
Fig. 2 makes use of M temporal filters (the entries of a(z)), whereas
the scheme from [10] requires a single temporal filter.

3. ADAPTIVE ALGORITHM

In the proposed architecture (Fig. 2), the effective beamformer is
u = B w, and at first sight, splitting u into two components B
and w may seem redundant. The reason for this parameterization has
to do with the particularities of the adaptive algorithm. The adaptive
parameters of the STFS are B (for spatial processing) and a(z) (for
temporal processing), whereas w is fixed. The choice of w is related
to any a priori knowledge regarding the SNR distribution among the
M antennas; lacking such knowledge, one may just fix w = 1 (the
all-ones vector).

The update rule is inspired by [8] which, for the single-antenna
case, forces the autocorrelation of the output signal y(n) to match
that of the source signal s(n). With M > 1 antennas, such approach
is not directly applicable since the number of parameters exceeds
the number of autocorrelation-matching constraints. To circumvent
this problem, we propose instead to have the cross-correlation of
each of the signals e;(n), ¢ = 1,..., M (the outputs of the adaptive
spatial processor B, see Fig. 2) and the output signal y(n) match the
autocorrelation of s(n), appropriately scaled by the corresponding
entry of the fixed vector w. Specifically, let

e(n) [ ex(n) em(n) 1", ©)

re = E{s(n)s"(n—k)}. (6)

Similarly to [8, 10], it is assumed that the relay has knowledge of

the autocorrelation {r }, which is very reasonable in practice. Now

letting b = [b1 --- bas]” comprise the elements in the diagonal of
B, the update equations are as follows:

b(n+1) = b(n) + wB(n) [row — e(n)y" (n)], @)
ar(n+1) = ax(n) + B (n)

X [rrkw—e(n)y"(n—k)], k=1,...,La, (8)

with pq, pp positive stepsizes. Note that in contrast with [10] this
algorithm does not require any side information about the spatial
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properties (e.g. AoA) of the incoming signal. The adaptive scheme
(7)-(8) boils down to that in [8] when M = 1, except for the pres-
ence of the diagonal factors B(n), B~ (n) in the respective update
terms. The inclusion of these factors is due to stability considera-
tions; if left out, ill-convergence may occur, as we have observed in
many simulation runs. Whereas a stability analysis of (7)-(8) will
be presented elsewhere, next we focus on the characterization of the
stationary points.

4. ANALYSIS

4.1. Stationary point conditions

At any stationary point of (7)-(8), the expected value of the update
terms must vanish, i.e.

E{e(n)y”(n —k)} = rew,

Let Suv(2) denote the power cross-spectrum of the processes u(n),
v(n). If the number of coefficients L, of the adaptive (temporal)
filter is sufficiently large, then (9) implies that the causal parts of
Sey(2z) and Sss(z)w must be equal. Since these cross-spectra have
Hermitian symmetry (note that Sey (2) = See(z)w), this yields

See(z)w = SSS (Z)'LU,

k=0,1,..., L, )

for sufficiently large L, (10)

revealing that at any stationary point (Sss(z), w) is an eigenpair of
Sce(2). Since y(n) = we(n), from (10) one has

Syy(2) = w"See(2)w = [7|*Sus(2), (1)

where |y|? = ||w]|?. Therefore, at any stationary point the power
spectrum of the relay output y(n) matches that of the source signal
s(n) (up to a scaling).

Let g(z) = a(z) + f(z). From Fig. 2,

e(n) = [T~ Ba(z)w"] " Ble(z)s(n) +n(m)] (1)
Denote T'(2) = [I — Bq(2)w"] ~! B. Then, from (12),

Sece = T'céTSss + TSynT (13)

where * denotes paraconjugation, i.e., A(z) = A¥(1/2*). Using
the Matrix Inversion Lemma, one finds that

Bq(»)w"B

(14)

The output signal is then given by

y(n) =we(n) = w"T(2)[c(z)s(n) + n(n)].  (15)

4.2. The high SNR case

A characterization of the stationary points in closed form is not pos-
sible for general noise power spectra Sy, (z) due to the nonlinear
nature of the equations involved. The following analysis assumes
that the SNR at the relay is high, so that the noise 17(n) can be ne-
glected, i.e. Syn(z) & 0 in (13). In that case one has Sy, (z) =
[wT(2)e(2)][é(2)T(2)w]Sss(z). This fact, together with (11),
implies that w* T'(z)c(z) must be an all-pass function, as long as
the power spectrum of the source signal satisfies Sqs(e/“) > 0 Vw.
Then it follows from

w Be(z)

wT(2)e(z) = T—wiBq(z)

16)

that, if w" Be(z) is minimum phase, then w™ T'(2)e(z) = v (a
constant), and thus y(n) equals s(n) up to a scaling and phase rota-
tion. Note that it may still be possible to have w* Be¢(z) minimum
phase without requiring all of the individual subchannels (entries of
¢(2)) to be minimum phase”. It is seen then that the STFS is simulta-
neously canceling the feedback path and equalizing the source-relay
channel.
We then have the following result.

Lemma 1. Assume Sqs(e’*) > 0 Vw. Then at any stationary point
for which w™ Be(z) is minimum phase, then a(z) = —f(z) —
7 e(z) — eol.

Proof. Start with e(n) = T'(z)c(z)s(n); then, since the right-hand
side of (16) equals -y, from (14) one has

Bq(2)w Be(z)

T(2)c(z) = 1 — w” Bq(z)

Be(z) + = Ble(2) +v4(2)]

(17)
so that the power spectrum (13) becomes See = Sss B(c+vq)(é+
v*G)B* . Condition (10) reads then as

Blc(2) +7q(2)][é(z) + 7" q(2)| B w =w.  (18)

The fact that the right-hand side of (16) equals ~y in turn implies that
w Ble(z) + vq(2)] = ~, and therefore (18) yields v* B[c(z) +
~vq(z)] = w. Therefore ¢(z) + vq(z) must be a zero-degree poly-
nomial, or equivalently a(z) = —f(z) — v *[e(z) — co], since a,
f. q are strictly causal. O

If the conditions in Lemma 1 hold, then the temporal filter of the
STES effectively identifies the feedback path and the strictly causal
part of the source-relay channel. Moreover, it then follows from (18)
that v* Bep = w; writing ¢o = [co1 - - - COM]T this means that

L(corbiwl) = L(cozbows) = -+ = L(combrurwiy), (19)

i.e., the spatial processor of the STFS achieves phase alignment of
the signals at the M branches. Note that this desirable property has
been obtained without knowledge about the source-relay channel.
Suppose now that w™ Be(z) is not minimum phase at the
stationary point. One still has w?T(z)c(z) = wv(z), where
v(z) is an allpass function: v(2)%(z) = |y|?>. Following analo-
gous steps to those in the proof of Lemma 1, it can be shown that
e(n) = ﬁwv(z)s(n), and consequently the signals w;e;(n) =

lmlj v(z)s(n) are again phase aligned. The residual distortion in

the relay output y(n) = v(z)s(n) when the allpass function v(z)
is not a constant is due to the fact that only second-order statistical
information about the desired signal s(n) is being exploited.

5. SIMULATION RESULTS

We present an illustrative scenario similar to that in [10] to show the
behaviour of the algorithm. The source signal is a 16-QAM square-
root raised cosine filtered signal with roll-off &« = 1, so that the
corresponding normalized autocorrelation (6) is 7o = 1, r1 = 0.5,
7 = 0, k > 1. The relay demodulates the received signals to base-
band and then samples them at twice the baud rate. The number of
receive antennas is M = 3, with separation d = A\/2. It is assumed
that go(z) = 1, whereas G(z) = 2z °I, with § = 6 modeling the
delay due to the analog filters in the receive front-end.

2Certainly, there are cases for which this is not possible. For example, if
c(2) = (1 — 2oz~ 1)/ (2) with |20| > 1.
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Fig. 3. Evolution of the adaptive parameters. SNR = 20 dB.
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Fig. 4. Zeros of the source-relay subchannels (o), of w?! Be(z) (o)
and of 1 — w™ Bq(z) (x). SNR = 20 dB.

Both the source-relay channel d(w) and the self-interference
channel p(w) consist of two paths each, with parameters

gi=1, AP =0 ¥ =10° (20)

By =12, AY =2T,, ¢f =-15° @

gr=1, AP =1, " =14° (22)

By =08, AV =or, ) =6 (23)

Spatially- and temporally-white noise (i.e. Spn(z) = o2ln) is

added to the received signals. The SNR is defined as SNR =

ﬁ ZZ Zj n-_jcflcj.

The adaptive filter has order L, = 15, and we fix w = 1. The
stepsize values are 1, = 5 x 107° and u, = 1074

The trajectories of the adaptive parameters in this scenario, with
SNR = 20 dB, are shown in Fig. 3. The initial values were B = I/
and a(z) = 0. For this choice of stepsizes, convergence is quite
smooth and takes less than 10° iterations. Fig. 4 shows the poles
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Fig. 5. Top: Power spectrum of the STFS output signal. Bottom:
Array response. SNR = 20 dB (solid), 5 dB (dashed).

and zeros of the overall transfer function w™ T'(z)c(z) from (16)
attained at the stationary point. It is observed that the STFS has
converged to a setting at which the numerator w™ Be(z) is mini-
mum phase (even though neither of the individual subchannels ¢(z)
has this property, as seen also in Fig. 4), and accordingly, the de-
nominator places some of its roots so as to have pole-zero cancella-
tions. The remaining poles are approximately equispaced on a circle
and have little impact on the overall transfer function; they appear
due to the tail coefficients of a(z), which take small but nonzero
values (see also Fig. 3). The output power spectrum S, (e’*) at-
tained after convergence for SNR = 20 and 5 dB, together with
the reference spectrum, are shown in Fig. 5, illustrating the restoral
property of the algorithm. The same figure also depicts the array re-
sponse |w™ Bu(¢)| for these two SNR values. As expected, since
w® Be(z) is minimum phase at convergence, the adaptive array
locks on to the direction of the first arrival from the source trans-
mitter (10° in this example). Thus, the proposed adaptive STFS
has effectively canceled the relay self-interference, and simultane-
ously it provides equalization for the source-relay channel. It must
be noted that, in steady-state, the signal-to-self-interference ratio at
the relay input is approximately —4.5 dB. Under these conditions,
an STFS based on spatial processing alone and without knowledge
of the AoA of the sourcce signal would have a hard time in order to
avoid locking to the self-interfering signal.

6. CONCLUDING REMARKS

A new blind adaptive scheme for spatio-temporal suppression of
self-interference in full-duplex relays has been presented. The
method is effective and is capable of partially mitigating multipath
propagation in the source-to-relay channel. The only information
required is knowledge of the power spectrum of the source signal,
since the basis of the algorithm is the restoration of said power
spectrum at the relay output. In particular, the new scheme does
not require knowledge of the AoA of the source signal, in contrast
with previous approaches. This is achieved at the cost of having M
adaptive filters in parallel, whereas just one of these suffices when
AoA information is available. Future work will focus on developing
AoA-blind schemes with reduced complexity.
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