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ABSTRACT

In this paper, we propose a fully distributed algorithm for
joint clock skew and offset estimation in wireless sensor net-
works. With the proposed algorithm, each node can estimate
its clock skew and offset by communicating only with its
neighbors. Such algorithm does not require any centralized
information processing or coordination. Simulation result-
s show that estimation mean-square-error at each node con-
verge to the centralized Cramér-Rao bound with only a few
number of message exchanges.

Index Terms— Clock synchronization, wireless sensor
network, factor graphs.

1. INTRODUCTION

Wireless sensor networks (WSNs) have been widely used in
environmental and emergency monitoring [1] [2], event de-
tection [3] and object tracking [4]. To perform distributed
information processing in WSNs, a common clock across the
network is usually required. Unfortunately, clock in each sen-
sor node has its own imperfection and both clock offset (phase
difference) and clock skew (frequency difference) are present.
Therefore, clock synchronization [5] is a crucial component
in WSNs.

Traditionally, clock synchronization in WSNs relies on
spanning tree or clustered-based structure. Under such struc-
tures, synchronization is achieved through layer-by-layer
pairwise synchronization [8]- [12]. Such protocols, like time-
synchronization protocol for sensor network (TPSN) [6] and
pairwise broadcast synchronization (PBS) [7], suffer large
overhead in building and maintaining the tree or cluster struc-
ture, and are vulnerable to sudden node failures.

Without global structure or special nodes, fully distribut-
ed synchronization based on averaged consensus algorithms
have been proposed in [13], [14]. However, as shown in [15],
consensus protocol is not optimal and the performance will
deteriorate when message delay exists. More recently, [16]
pioneered the fully distributed network-wide clock offset esti-
mation algorithm based on belief propagation (BP), and found
that its performance is superior to consensus algorithms.

Clock of Node j

i j 

, ,j i i nd w, ,i j j nd w

1
1t

2
1t

3
1t

4
1t

2
nt

3
nt

2
Nt

3
Nt

1
Nt 4

Nt

1
nt 4

nt

Clock of Node i
Slope =

i

Slope = j

Fig. 1. Two way message exchange between node i and j in
the WSNs.

In view of the fact that ignoring the effect of clock skew
would significantly increase the re-synchronization frequen-
cy, in this paper, we take a step further and derive a ful-
ly distributed estimation algorithm for both clock skew and
clock offset in WSNs. It is shown that the performance of the
derived algorithm touches the centralized Cramér-Rao bound
(CRB).

2. SYSTEM MODEL

Considering a general multi-hop sensor network with M sen-
sor nodes distributed in 2-dimensional space. Each node can
communicate with its neighboring nodes that lie within its
communication range and any two nodes can communicate
with each other through finite hops. With imperfection of os-
cillators and environmental changes, each node has a local
clock with possibly different clock skew and offset. The re-
lationship between real time t and the local clock reading is
modeled as

ci(t) = αit+ θi, i = 1, · · · ,M, (1)

where αi and θi are the clock skew and offset of node i, re-
spectively.

To estimate and compensate such clock skews and offsets,
two-way time-stamp message exchange mechanism has been
proposed for pairwise clock synchronization [7]. Specifically,
as shown in Fig. 1, between one-hop neighboring nodes i and
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Fig. 2. The factor graph for the network of a WSNs.

j, at the nth round of time-stamp exchange, node i sends a
synchronization message to node j at t1n with its local clock
reading ci(t1n) embedded in the message. Node j records it-
s time cj(t2n) at the reception of that message and replies to
node i at cj(t3n). The replied message contains both time s-
tamps cj(t2n) and cj(t3n). Then, node i records the reception
time from node j’s reply as ci(t4n). N rounds of such mes-
sage exchange are performed between each pair of nodes to
establish a relationship between the nodes i’s and j’s clocks.
In particular, for the nth round time-stamp exchange, we can
write

1
αj

[cj(t
2
n)− θj ] = 1

αi
[ci(t

1
n)− θi] + di,j + wj,n,

1
αj

[cj(t
3
n)− θj ] = 1

αi
[ci(t

4
n)− θi]− dj,i − wi,n,

(2)

where wj,n and wi,n denote independent and identically dis-
tributed (i.i.d.) Gaussian random delay during the nth round
of time-stamp exchange, with zero mean and variances σ2

j ,
σ2
i , respectively; di,j and dj,i represent the fixed message de-

lay during node i/j sends message to node j/i, respective-
ly. Under the assumption that the network topology does
not change during clock synchronization process, we have
di,j = dj,i. Adding the two equations in (2) and stacking
all the equations for all N rounds of time-stamp exchange,
we obtain

Aj,iβj +Ai,jβi = zj,i, (3)

where Aj,i and Ai,j are N -by-2 matrix with the nth row be-
ing [cj(t

2
n) + cj(t

3
n),−2] and −[ci(t2n) + ci(t

3
n),−2], respec-

tively; βj , [ 1
αj
,
θj
αj

]T and βi , [ 1
αi
, θiαi

]T ; and zj,i is an N
dimensional vector with the nth element being wj,n − wi,n.
Since wj,n and wi,n are both i.i.d. Gaussian, it is easy to ob-
tain zj,i ∼ N (zj,i;0, σ

2
i,jIN ), where σ2

i,j = σ2
i + σ2

j . The
goal is to establish global synchronization (i.e., estimate βi in
each node) based on local observationsAj,i andAi,j .

3. DISTRIBUTED ESTIMATION

In this section, distributed clock parameter estimation algo-
rithm is derived based on BP. In the following, message ex-
change means BP message passing since two-way time-stamp
exchange has been completed.

3.1. BP Framework

For the reason that the established clock relationships during
two-way time-stamp exchanges involve interaction between
neighboring nodes, the optimal clock estimate at each node
requires the marginalization of joint posterior distribution of
all βi, which is

gi(βi) =

∫
...

∫ M∏
i=1

p(βi)
∏

i, j are neighbors
p(Ai,j ,Aj,i|βi,βj)

dβ1...dβi−1dβi+1dβM , (4)

where p(βi) is the prior distribution ofβi; p(Ai,j ,Aj,i|βi,βj)
= N (Aj,iβj ;Ai,jβi, σ

2
i,jI2) is the likelihood function ob-

tained from (3). It can be seen that the integral (4) is compu-
tationally demanding and needs to gather all the information
in a central processing unit.

In order to compute the marginal distribution in a dis-
tributed way, conditional independence relationships among
variables, which can be revealed from the factor graph [17]
should be exploited. One example of factor graph is shown
in Fig. 2. In this factor graph, local synchronization param-
eters βi, i = 1, · · · ,M , are represented by variables nodes
(circles). If two sensor nodes i and j are within communi-
cation range of each other, the corresponding variable βi and
βj are linked by factor node fi,j = p(Ai,j ,Aj,i|βi,βj). On
the other hand, the factor node fi = p(βi) denotes the prior
information.

The message passing algorithm operated on the factor
graph involves two kinds of messages: One is the message
from factor node fi,j to a variable node βi, defined as [17]

m
(l)
fi,j→i(βi) =

∫
m

(l−1)
j→fi,j (βj)fi,jdβj , (5)

where m(l−1)
j→fi,j (βj) is the other kind of message from vari-

able node to factor node which is simply the product of the
incoming messages on other links, i.e.,

m
(l)
j→fi,j (βj) =

∏
f∈B(βj)\fi,j

m
(l)
f→j(βj), (6)

where B(βj) denotes the set of neighboring factors of βj on
the factor graph. In particular, under such message computa-
tion rule, the message from factor node fi to βi always equals
to the prior distribution p(βi).

In the message passing procedure, messages are iterative-
ly updated at variable nodes and factor nodes, respectively. In
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any round of message exchange, a belief of βi can be com-
puted as the the product of all the incoming messages from
neighboring factor nodes and an estimate of βi can be ob-
tained by maximizing the belief:

µ
(l)
i = argmax

βi

∏
f∈B(βi)

m
(l)
f→i(βi). (7)

3.2. BP Message Computation

During the first round of message passing, it is reasonable
to set initial messages from factor node to variable node
m

(1)
fi→i(βi) and m

(1)
fi,j→i(βi) as p(βi) and non-informative

message N (βi;0,+∞I2), respectively. Assuming p(βi) =

m
(1)
fi,j→i(βi) is in Gaussian form (if there is no prior informa-

tion, we can set the mean to be zero and set the variance to be
a large value, i.e., non-informative prior). Then, based on the
fact that the likelihood function fi,j is also Gaussian, accord-
ing to (5), m(2)

fi,j→i(βi) is a Gaussian function. Furthermore,

m
(2)
j→fi,j (βj) being the product of Gaussian functions in (6)

is also a Gaussian function [18]. Thus during each round of
message exchange, all the messages are Gaussian functions
and only the mean vectors and covariance matrices need to
be exchanged between factor nodes and variable nodes.

In general, for the lth (l = 2, 3, · · · ) round of message ex-
change, factor nodes fi,j receive message m(l−1)

j→fi,j (βj) from
their neighboring variable nodes and then compute message
using (5). It can be shown that

m
(l)
fi,j→i(βi) ∝ N (βi;v

(l)
fi,j→i,C

(l)
fi,j→i), (8)

where the covariance matrix and mean are given by

[
C

(l)
fi,j→i

]−1
=

1

σ2
i,j

AT
i,jAi,j −

1

σ2
i,j

AT
i,jAj,i{

AT
j,iAj,i + σ2

i,j

[
C

(l−1)
j→fi,j

]−1}−1
AT
j,iAi,j , (9)

v
(l)
fi,j→i =C

(l)
fi,j→iA

T
i,jAj,i

{
AT
j,iAj,i +σ

2
i,j

[
C

(l−1)
j→fi,j

]−1}−1
[
C

(l−1)
j→fi,j

]−1
v
(l−1)
j→fi,j . (10)

On the other hand, using (6), the the message passed from
variable node to factor node is given by

m
(l)
i→fi,j (βi) ∝ N (βi;v

(l)
i→fi,j ,C

(l)
i→fi,j ), (11)

where[
C

(l)
i→fi,j ]

−1 =
∑

f∈B(βi)\fi,j

[
C

(l)
f→i

]−1
, (12)

v
(l)
i→fi,j = C

(l)
i→fi,j

∑
f∈B(βi)\fi,j

[
C

(l)
f→i

]−1
v
(l)
f→i.(13)

Furthermore, during each round of message passing, each
sensor can compute the estimation for βi using (7) which can
be shown to be

µ
(l)
i =

{∑
j∈B(i)

[
C

(l)
fi,j→i

]−1}−1 ∑
j∈B(i)

[
C

(l)
fi,j→i

]−1
v
(l)
fi,j→i.

(14)
When the algorithm converges or the maximum number of
message exchange is reached, each sensor computes its clock
skew and offset according to

α̂i = 1/µ
(l)
i (1), θ̂i = µ

(l)
i (2)/µ

(l)
i (1), (15)

where (1) and (2) denote the indexes of the vector µ(l)
i .

The iterative algorithm based on BP is summarized as
follows. The algorithm is started by setting the message
from factor node to variable node as m(1)

fi→i(βi) = p(βi)

and m(1)
fi,j→i(βi) = N (βi;0,+∞I2) respectively. At each

round of message exchange, every variable node computes
the output message to factor nodes according to (12) and (13).
After receiving the message from neighboring variable nodes,
each factor computes its output message according to (9) and
(10). Such iteration is terminated when (14) converges or the
maximum number of iteration is reached. Then the estimate
of each clock skew and offset is obtained by (15).

In practical WSNs, there is neither factor nodes nor
variable nodes. The two kinds of message m

(l)
i→fi,j (βi)

and m
(l)
fi,j→j(βj) are computed locally at node i, and only

m
(l)
fi,j→j(βj) are passed from node i to node j during each

round of message exchange of BP. It can be seen the algorith-
m is fully distributed and each sensor only needs to exchange
message with neighboring nodes.

4. SIMULATION RESULTS

This section presents numerical results to assess the perfor-
mance of the proposed algorithm. Simulation results of esti-
mation mean square error (MSE) are presented for random
networks. One example topology with 25 nodes is shown
in Fig. 3. In each simulation, clock skews αi and clock
offsets θi are uniformly distributed in the range [−5.5, 5.5]
and [−0.955, 1.055], respectively. Variance of random delay
σ2
i = 0.1 and is assumed to be identical for all nodes. 5000

simulation trials were performed to obtain the average per-
formance of each point in the figures. Without loss of gen-
erality, Node 1 is selected as the reference node with β1 =
[1, 0]T , and p(β1) = N (β1; [1, 0]

T ,0). For other nodes,
non-informative prior is assumed p(βi) = N (βi;0,+∞I2),
since it is difficult to obtain a prior distribution of skew and
offset in practice.

To serve as a reference of the performance, the central-
ized CRB is computed. By stacking (3) for all the pairs of
i and j and moving all the terms containing β1 to one side,

4501



0 50 100 150 200 250 300
0

50

100

150

200

250

300

1

2

3

4 5

6

7

8

9

10

11

12

13

14

15

16

17

18

19
20

2122

23

24

x−axis

y−
ax

is

25

Fig. 3. WSN topology with 25 node randomly distributed.

a linear model y = Hβ + n, where β = [β2, · · · ,βM ]T

and n ∼ N (n;0,P ), can be obtained. Defining γ =
[θ2, α2, · · · , θM , αM ]T for clock offsets and skews, the cen-
tralized CRB for γ is obtained as [19]

CRB(γ) = (∂γ/∂β)(HTP−1H)−1(∂γ/∂β)T , (16)

where ∂γ/∂β can be computed to be a 2(M−1)-by-2(M−1)
block diagonal matrix with [−αm+1θm+1, αm+1;−α2

m+1, 0]
as the mth sub-matrix on the diagonal. Due to space limita-
tions, the detail of derivations is omitted.

Fig. 4 shows the MSE of both the clock skews and offsets
of nodes 19, 18 and 5 as a function of BP iteration number
for the WSN in Fig. 3. The number of time-stamp exchange
round isN = 20. It can be seen from the figure that the MSEs
decrease quickly and touch the corresponding CRBs in only
a few iterations.

Fig. 5 shows the MSE for clock skews and offsets av-
eraged over all nodes versus the number of time-stamp ex-
change rounds. The number of sensor node is 25 and the
topology of WSNs is randomly generated within an area of
300× 300 in each trial. As shown in the figure, the MSEs of
proposed distributed estimator achieve the best performance
as the MSEs touch the corresponding CRBs.

It is well known that BP may diverge in loopy graph.
However in this synchronization algorithm, it always con-
verges under different network topology. The proof of conver-
gence of the proposed algorithm will be presented in another
paper.

5. CONCLUSIONS

In this paper, a fully distributed clock skew and offset estima-
tion algorithm for WSNs is proposed. The algorithm is based
on BP and is easy to be implemented by exchanging limit-
ed information between neighboring sensor nodes. Although
BP is an approximate method for loopy graph, simulation re-
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sults show that the proposed method touches CRB after a few
rounds of iterations even under random network topology.
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