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ABSTRACT

This paper presents a sound-source (talker) localization method
using only a single microphone. In our previous work, we dis-
cussed the single-channel sound-source localization method based
on the discrimination of the acoustic transfer function. However,
that method requires the training of the acoustic transfer function
for each possible position in advance, and it is difficult to estimate
the position that has not been pre-trained. In order to estimate such
unlearned positions, in this paper, we discuss a single-channel talker
localization method based on a regression model, which predicts the
position from the acoustic transfer function. For training the regres-
sion model, we use the local regression approach, which trains the
regression model from only training samples that are similar to the
evaluation data. Considering both the linear and non-linear regres-
sion models, the effectiveness of this method has been confirmed by
sound-source localization experiments performed in different room
environments.

Index Terms— talker localization, acoustic transfer function,
local regression, Gaussian process regression, support vector regres-
sion

1. INTRODUCTION

Many systems using microphone arrays have been tried to localize
sound sources. Conventional techniques, such as MUSIC, CSP, and
so on (e.g., [1, 2]), use simultaneous phase information from micro-
phone arrays to estimate the direction of the arriving signal. There
have also been studies on binaural source localization based on in-
teraural differences, such as interaural level difference and interaural
time difference (e.g., [3, 4]). However, microphone-array-based sys-
tems may not be suitable in some cases because of their size and
cost. Therefore, single-channel techniques are of interest, especially
in small-device-based scenarios.

The problem of single-microphone source separation is one of
the most challenging scenarios in the field of signal processing, and
some techniques have been described (e.g., [5, 6]). Studies focus-
ing on the techniques for monaural sound-source localization are
also being carried out [7, 8]. In these studies, the information ob-
tained from the external ear, such as head-related transfer functions
(HRTFs), is used to localize the sound source.

In our previous work [9], we discussed a single-channel sound-
source localization method based on the discrimination of the acous-
tic transfer function. In that report, the acoustic transfer function was
estimated from observed (reverberant) speech using a clean speech
model without texts of the user’s utterances, and a Hidden Markov
Model (HMM) was used to model the features of the clean speech.
Using HMM separation, it is possible to estimate the acoustic trans-
fer function using some adaptation data uttered from a given posi-
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tion, where measurement of impulse responses is not required. Us-
ing the separated acoustic transfer function, the talker’s position is
trained in advance. Then, for each utterance, the talker’s position is
estimated by discriminating the acoustic transfer function separated
from the observed signal because the characteristics of the acoustic
transfer function depend on each position.

That method can localize the talker using only a single micro-
phone, without the external ear used in other monaural sound-source
localization studies. However, it was difficult for that method to es-
timate a position that has not been pre-trained because that method
was based on a pattern discrimination approach. In order to estimate
such unlearned positions, in this paper, we discuss a single-channel
talker localization method based on a regression model. The regres-
sion model is trained using the acoustic transfer function of limited
training positions. Then, for test data, the position is predicted us-
ing the separated acoustic transfer function and the regression model
even if the position has not been pre-trained.

We use Multiple Linear Regression (MLR) as the linear regres-
sion model and Gaussian Process Regression (GPR) [10] and Sup-
port Vector Regression (SVR) [11] as the non-linear regression mod-
els. In addition, for training the regression model, we use the local
regression approach, which trains the regression model from only
training samples that are similar to the evaluation data. The effec-
tiveness of this method has been confirmed by sound-source local-
ization experiments performed in different room environments.

2. PROPOSED METHOD

2.1. System Overview

Figure 1 shows the system overview. First, we record the rever-
berant speech data O from each training position §°"*" in or-
der to train the regression model. Next, the acoustic transfer func-
tion H*"*™ is estimated from the reverberant training speech data
0" ysing phoneme HMMs of clean speech. Using the pair of
the estimated acoustic transfer function H*"%™ and the position la-
bel §7*", the regression model f(H) which predicts the position
from the acoustic transfer function is trained. For test data orest
(any utterance), the acoustic transfer function H test s estimated in
the same way as the training data using a label sequence obtained
from a phoneme recognition [9]. The talker position 0 is estimated
from the acoustic transfer function using the regression model.

2.2. Estimation of the Acoustic Transfer Function

Figure 2 shows the detail of the estimation of the acoustic transfer
function using phoneme HMMs of clean speech [9]. In advance, the
phoneme HMMs of clean speech are trained using a clean speech
database. Next, the phoneme sequence of the reverberant speech
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data is recognized by using each phoneme HMM of clean speech
data. Using the recognition results, the phoneme HMMs are con-
catenated, and the acoustic transfer function H is estimated from
the reverberant speech O based upon a maximum-likelihood (ML)
estimation approach using the concatenated HMM.

In this method, the reverberant speech signal in a room environ-
ment is approximately represented in the cepstral domain as

Ocep(d;n) & Scep(d; n) + Heep(d; n) M

where Ocep, Scep, and H.p are cepstra for the reverberant speech
signal, clean speech signal, and acoustic transfer function of frame n,
respectively. d is the dimension of the cepstrum. Cepstral parameters
are an effective representation to retain useful speech information
in speech recognition. Therefore, we use the cepstrum for acoustic
modeling necessary to estimate the acoustic transfer function. As
shown in equation (1), if O and S are observed, H can be obtained
by

Heep(d;n) = Ocep(d;n) — Scep(d;n). )

However, S cannot be observed actually. Therefore, H is estimated
in an ML manner by using the expectation maximization (EM) algo-
rithm, which maximizes the likelihood of the observed speech:

H = argmax Pr(O|H, \g). 3)
H

Here, A5 denotes the set of concatenated clean speech HMM param-
eters, while the suffix S represents the clean speech in the cepstral
domain. The EM algorithm is a two-step iterative procedure. In the
first step, called the expectation step, the following auxiliary func-
tion is computed.

Q(H|H)
E[log Pr(0, p, by, cp| H, \s)|H, As]
Pr(O,p,bp,cp|H,Ag)

ZP pr ZCP Pr(O|H,\g)
1og Pr(0, p, by, cp| H, As) 4

Here b, and ¢, represent the unobserved state sequence and the un-
observed mixture component labels corresponding to the phoneme p
in the observation sequence O, respectively.
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The maximization step (M-step) in the EM algorithm becomes
“max Q(H|H)”. The re-estimation formula can be derived, know-
ing that 0Q(H|H)/OH = 0 as

A 5 5 S o) bt
H(d;n) = Dl (5)
) ) 3

Zp Zj Zk %

Tp.dk.d
Vp.4.k(n) = Pr(p, j, k|O(n), H, As). (©)
(s) (s)? 2 _th diago-
Here pu,)’7 1 4 and O ike,d AT€ the d-th mean value and the d-th diago

nal variance value of the state b, (n) = j and the mixturec,(n) = k,
respectively (for more details, see [9]).

2.3. Prediction of the position using the regression model

Using the estimated acoustic transfer function H*"* of the training
position and the position label 8"7%", the regression model f(H),
which predicts the position from the acoustic transfer function, is
trained. In this study, we use MLR as the linear regression model
and GPR [10] and SVR [11] as the non-linear regression models. In
addition, for training the regression model, we use the local regres-
sion approach, which trains the regression model from only training
samples that are similar to the evaluation data.

2.3.1. Gaussian Process Regression

When there is a training data set, which consists of pairs of the acous-
tic transfer function (explanatory variable) and the position label (ob-
jective variable) Z5 "™ = (HE ™ ™) (n = 1,...,N) , we
predict the position #7°** of the test utterance from the acoustic trans-
er function .Ina ramework, when the training set an
fer function H*“**. In a GPR fi k, when the t g set and
the explanatory variable of the test data are observed, the posteriori



probability of the objective variable is assumed to be the following
normal distribution:

Pr(gtest|lfltest’ ZI’r‘m’,n7 e Z]fvrazn)
~ NK.K 'O K..-K.K'K). )

Here, © = [9{ ... 0% *™]T and K is a gram matrix:

k(Hfrain, Hfrain) k(Hfrain’ I:Ilt\;‘ain)

K = : :
k(ﬁ%ain, I:Iifrain) k,([f]}f\;“ain7 I{I}i\;ain)
K* _ [k(ﬁtESt, ﬁfruin)’ . ,k(HtESt’ ﬁ}f\;‘azn)] (8)

K** _ k(ﬁtest7 ﬁtast).

k(H, H) is a kernel function and the RBF kernel [10] is used in
this study. The estimated objective variable of the test data 6%
is given by maximizing Eq. (7); i.e., the mean value of the normal
distribution:

étest _ f(ﬁtest) — K*K—le. (9)

2.3.2. Support Vector Regression

SVR is a non-linear regression using a kernel function. In a SVR
framework, the objective variable is estimated using the following
regression model:

étest _ f(I:Itest) _ wT¢(Htest) + b (10)

where ¢ is a kernel mapping function (RBF kernel was used in this
paper). The model parameter w and b are calculated to satisfy the
following objective function.

min  w|*+C X0 (6 +65) an
O — wTG(HE ™) —b < e+ &n

st wl G(HT") +b— 67" < et g (1)
&n,én >0

The first term of Eq. (11) is a regularization term, and the second one
is a penalization term for the regression error £ over the acceptable
error range €. C' determines the trade-off between the first and sec-
ond terms. In this paper, we use the SVM-KM Matlab Toolbox [12]
in order to obtain the model parameter.

2.3.3. Local Regression

The regression approach assumes a correlativity between the posi-
tion and the acoustic transfer function. Depending on the room envi-
ronment, however, it is possible that the acoustic transfer functions
are completely different even if the positions are close to each other.
Considering such cases, it might be difficult to represent the acoustic
transfer functions of all positions in a room using only one regression
model.

Therefore, instead of a global regression model trained from all
training samples, we use the local regression approach, which trains
the regression model from only training samples that are similar to
the evaluation data. Chao et al. [13] proposes a facial age estima-
tion method using local regression with the SVR, and shows higher
performance than the standard SVR.

Local regression is a method that combines the regression anal-
ysis and the K-nearest neighbor (K-NN) method. In this method, all
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training samples are held in the database. For a test sample, the K-
nearest samples are picked up from the training data set. Then, the
regression model for the test data is trained using only the K samples
and then predicts the position.

3. EXPERIMENTS

3.1. Experiment Conditions

The proposed method was evaluated in simulated reverberant envi-
ronments. The reverberant speech was simulated by a linear convo-
lution of clean speech and impulse response. The impulse responses
were recorded in two different room environments.

In the experiments performed in one of the room environments,
the position of a loudspeaker on a horizontal or vertical axis was
estimated. Figure 3 shows the experimental room environment and
the position of the loudspeaker. The reverberation time was 1,220
msec. For both the horizontal and vertical axes, training positions
consisted of 7 positions (-90, -60, ..., 60, 90cm), and test positions
consisted of 13 positions (-90, -75, 60, ..., 60, 75, 90cm) including
6 unlearned positions (-75, -45, -15, 15, 45, 75cm). The system
estimated only the position on one axis, and the position through the
other axis was fixed to Ocm (given position).

In the experiments performed in the other room environment,
the position of a loudspeaker on a circular arc was estimated, where
the distance to the microphone was given and the system estimated
only the direction (angle) of the loudspeaker. The impulse response
was taken from the RWCP database in real acoustical environments



Table 1. RMSE of the estimated position for each number of the nearest samples K used for training the local regression model (‘global’
shows the use of the global regression model). The number to the left of the slash shows the RMSE for unlearned positions and the right side

shows that for pre-trained positions.

Acoustic transfer function H,,;, computed using true clean speech signal
horizontal axis [cm] vertical axis [cm] angle [degree]
K =50 K=150 | K=250 global K =50 K=150 | K=250 global K=50 K=150 global
MLR || 52.3/47.4 | 35.4/35.1 | 33.5/33.8 | 34.1/35.3 || 19.6/18.6 | 20.3/19.9 | 22.1/22.1 | 23.5/25.1 || 63.9/12.1 | 63.6/14.5 | 65.3/17.0
GPR || 31.4/29.0 | 35.0/31.6 | 34.8/31.4 | 34.8/31.4 | 12.2/11.6 | 14.3/14.1 | 16.1/15.4 | 17.4/16.3 || 28.5/10.7 | 22.9/11.4 | 22.0/11.4
SVR || 25.6/26.7 | 27.8/29.3 | 28.6/30.9 | 28.8/31.3 7.779.1 | 13.3/17.8 | 16.8/20.8 | 19.4/23.7 || 20.3/10.8 | 18.9/12.1 | 22.7/12.2
Acoustic transfer function H,; estimated using clean speech HMMs
horizontal axis[cm] vertical axis [cm] angle [degree]
K=50 K=150 | K=250 global K=50 K=150 | K=250 global K=50 K=150 global
MLR || 54.2/55.5 | 42.1/41.5 | 41.0/41.2 | 41.0/42.5 || 34.7/33.6 | 30.5/31.6 | 30.2/32.8 | 30.3/34.6 || 50.3/49.2 | 42.6/41.7 | 42.2/42.8
GPR || 39.6/40.2 | 41.8/41.3 | 41.5/41.4 | 41.7/41.4 || 21.2/22.8 | 22.7/25.0 | 23.7/25.9 | 24.3/26.3 || 32.7/40.9 | 33.7/42.3 | 33.4/43.4
SVR || 36.1/38.0 | 36.4/38.2 | 37.3/38.6 | 38.3/39.1 || 17.7/20.3 | 22.0/26.6 | 24.0/28.7 | 26.9/31.6 | 29.4/31.5 | 31.6/35.3 | 32.5/37.1

[14]. Figure 4 shows the experimental room environment. The re-
verberation time was 300 msec. The training positions consisted of
5 positions (10, 50, 90, 130, 170 degrees), and test positions con-
sisted of 9 positions (10, 30, 50, ...,130, 150, 170 degrees) including
4 unlearned positions (30, 70, 110, 150 degrees).

The speech signal was sampled at 12 kHz and windowed with
a 32-msec Hamming window every 8 msec. The experiment uti-
lized the speech data uttered by a male in the ATR Japanese speech
database. The clean speech HMM (speaker-dependent model) was
trained using 2,620 words, and each phoneme HMM has 3 states
and 32 Gaussian mixture components. The number of data used to
train the regression model was 50 words (X number of training po-
sitions). The test data for one location consisted of 166 words, and
16-order MFCCs (Mel-Frequency Cepstral Coefficients) were used
as feature vectors. The speech data for training the clean speech
model, training the regression model, and testing were spoken by
the same speakers but had different text utterances, respectively.

3.2. Experiment Results

We evaluated the performance of the method using the acoustic
transfer function Hg,, computed with Eq. (2) using true clean
speech signal Scep(d;n) and Hes; estimated with Eq. (5) using
clean speech HMMs. Table 1 shows the Root Mean Square Error
(RMSE) of the position estimated using the local regression model
with K-nearest samples and the global regression model trained
using all training samples.

When H,,p» was used, the proposed method could estimate the
pre-trained and unlearned positions of the loudspeaker on the verti-
cal axis with a minimum RMSE of 9.1 and 7.7cm, respectively. In
the case of the vertical axis, only the distance between the micro-
phone and the sound source was changed, and the direction of sound
source was fixed to O degrees. Hence, this result means that when
the direction of the sound source is fixed, the distance between the
microphone and the sound source can be predicted from the acous-
tic transfer function relatively easily. In the case of the positions
on the circular arc in Fig. 4, MLR showed a much higher error on
estimating the unlearned position than on estimating the pre-trained
position. This result means that the direction of the sound source
is difficult to represent using the linear regression model. However,
the use of a non-linear regression model could decrease the predic-
tion error.

When H.s: was used, the performances decreased for all experi-
mental conditions compared with that using true clean speech signals
in Eq. (2). This is because the acoustic transfer function was not sep-
arated completely from the observed speech and it was influenced to
some extent by the difference between the utterance texts for training
and for testing. In both cases using H,, and H.:, the local regres-
sion approach outperformed the global regression approach by using
the non-linear regression method.

4. CONCLUSION

This paper has described a talker localization method using a sin-
gle microphone. The acoustic transfer function is estimated using
HMMs of clean speech. Then, using the acoustic transfer function,
the regression model, which predicts the talker’s position from the
acoustic transfer function, is trained. For training the regression
model, we use the local regression approach, which trains the re-
gression model from only training samples that are similar to the
evaluation data. Considering both the linear and non-linear regres-
sion models, the effectiveness of this method has been confirmed by
sound-source localization experiments performed in different room
environments.

The proposed method showed higher performances on the esti-
mation of the position on the vertical axis (i.e., distance to the micro-
phone). It is difficult for two-channel microphones to estimate the
distance to the microphone even though the direction of the sound
source can be estimated easily. Therefore, the proposed approach
using the acoustic transfer function might improve the performance
of conventional multi-microphone systems.

However, the localization errors on the horizontal axis and cir-
cular arc were higher than those on the vertical axis. In order to
reduce such errors, more information about the other training posi-
tion might be required. In addition, more accurate estimation of the
acoustic transfer function is also important. Future work will include
efforts to study the performance of the estimation of a 2-D position,
considering both the horizontal and the vertical axes.
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