THEORETICAL FRAMEWORK FOR THE DESIGN OF MICROPHONE ARRAYS FOR ROBOT AUDITION

V. Tourbabin and B. Rafaely

Ben-Gurion University of the Negev
Department of Electrical and Computer Engineering
Beer-Sheva 84105, Israel
{tourbabv,br}Ree.bgu.ac.il

ABSTRACT

An important part of a human-like robot is robot audition. Previous
work presented systems capable of sound localization and source
segregation based on microphone arrays of various configurations.
However, no theoretical framework for assessing the quality of these
array configurations has been presented. In the current paper such
a measure is proposed based on the generalized HRTFs that ac-
count for microphone positions other than the ears. The measure is
analyzed theoretically with respect to beamforming robustness and
DOA estimation accuracy. The measure is then used to find the opti-
mal location of a single microphone and a pair of microphones based
on the generalized HRTF database obtained by means of BEM sim-
ulation. The results are not surprising, showing that the best position
of a single microphone is the ear canal. For a pair of microphones,
the results generally show that the sensors should be maximally spa-
tially separated.

Index Terms— Microphone array, robot audition, generalized
HRTF, beamforming, DOA estimation.

1. INTRODUCTION

One of the fast evolving fields in recent engineering research is con-
cerned with humanoid robots. These are studied and developed for
various applications including service, welfare and entertainment
(for a review see, for example [1]). A growing interest in this field is
the robotic audition system. This system should be capable of per-
forming or outperforming the everyday tasks of the human auditory
system including sound localization [2], source segregation [3] and
scene analysis [4].

There are publications describing human-like robotic systems
capable of 3D sound localization [5-7] and speech interaction [8],
while the sound field is acquired by means of two microphones lo-
cated at the ears. There are also publications describing systems for
sound localization [9] and blind source separation [10] using more
than two microphones. The performance of an auditory system that
acquires the sound field by means of a microphone array, depends
on its configuration which is: (i) the number of microphones and (ii)
their positions. From the microphone array processing literature it
is generally known that performance improves with increasing the
number of microphones [11]. However, to the knowledge of the au-
thors, there is no research reported that is concerned with optimal
microphone positioning in the context of robotic audition. There-
fore, this question is addressed in the current communication.

In our previous publication [12], a measure of sound localization
performance based on the head related transfer functions (HRTFs)
was proposed. Here, the definition of the measure is expanded for
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the generalized HRTFs that account for microphone positions other
than the ears. The proposed measure is investigated theoretically
for its applicability to beamforming and sound localization systems.
Then, a numerical simulation involving the calculation of the gen-
eralized HRTFs by means of the boundary element method (BEM)
is presented. Finally, using the results of this simulation and the
proposed measure of array performance, initial results of optimal
microphone positioning for one and two microphones are presented.

2. A MEASURE FOR MICROPHONE DISTRIBUTION
QUALITY

Consider a humanoid robot head submerged in a sound field pro-
duced by D spatially separated sources. The complex amplitude
pressure measured by L microphones positioned on the surface of
the head can be modeled by:

p = Hs, (D
where p = [pf p2 - pr]¥ with pr = [pa(wi) pnlws)
-+ pn(wr)]” contains complex pressure amplitudes measured

by L microphones at selected frequencies {wm}ﬁzl. The vector
s = [s(1) s(Q2) --- s(Qp)]” contains the complex amplitudes
of the signals arriving from selected directions {€2; } ?:1 as measured
at the center of the head when it is removed. Here 2; = (65, ¢;)
stands for azimuth @; and elevation ¢; and (-)” stands for the matrix
transpose operator. Matrix H € CY5*P is the generalized HRTF
matrix with element h;; that describes the transfer function between
the source indexed by j and the microphone and frequency indexed
by ¢. Measurements taken by different microphones and at different
frequencies are all placed along the same dimension in H, to signify
the fact that information in H can be extended either along space or
frequency. In addition, this model assumes that the arriving signals
are flat, i. e. have the same magnitude and phase in the frequency
range of interest. This is in order to analyze the performance of the
system in a way that does not depend on the source signal properties.

Our goal is to develop a measure of array quality as a function of
microphone positioning that will allow optimization of microphone
distribution. One way to do this, is to evaluate the amount of infor-
mation contained in the measurement p for the reconstruction of the
arriving signal amplitudes s as a function of the generalized HRTF
matrix H. In [12] we proposed to measure this information by defin-
ing effective rank of the HRTF matrix. Here, the definition is gener-
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alized by introducing the parameter a:

q
Rao(H) = exp ( Z&i -log 01') ,
i—1

q
Gi=07/> of, acl0,o00). 2

j=1

In (2), {o;} denote the singular values of H, log(-) is the natural
logarithm and ¢ = rank{H}.
As discussed in [12], the effective rank is bounded by:

1< Ra(H) <gq. )

Effective rank measures the uniformity of the singular values of
H. It is maximized when all singular values are equal, i.e. o; =
o1, j = 1,2,...,q. In this case the effective rank and the rank of
H are equal. Effective rank is minimized when the first singular
value (it is a common practice to arrange the singular values in a de-
scending order [13]) is much larger than the other singular values,
ie. o1 >> 0j, j = 2,3,...,q. In this case the effective rank of the
matrix is near unity.

The parameter o scales the distribution of singular values, i.e.
for @ > 1 the differences between the singular values are empha-
sized, while for 0 < o < 1 the differences become less prominent.
The discussion in [12] was based on efficient rank with o« = 2. Here,
we use o = 1, to keep the original distribution of singular values un-
changed.

3. SIGNIFICANCE OF THE PROPOSED MEASURE

The complex pressure amplitudes p measured on the head surface
can be utilized for various tasks including spatial filtering and lo-
calization. In this section we discuss the significance of uniformity
of singular values of the HRTF matrix and its relation to the per-
formance of beamforming and direction of arrival (DOA) estimation
algorithms.

3.1. Beamforming

One widely studied data-independent beamforming approach is the
maximum-directivity beamformer [11, 14]. Beamformer robustness
can be analyzed by means of the beamformer sensitivity measure
[11]. Sensitivity of the maximum-directivity beamformer which also
maintains a distortionless-response constraint at the look direction,
is given by [11]:

b?C?b

(b7GCTb)2’ @

T’mazDI =
where b = v(£2;) is the array steering vector in look direction €,
()™ denotes the conjugate transpose operator and C is the following

matrix:
1

" ar

/ v(Q)vT (Q)d. 5)
Qes?
The integral [, g, dQ =
face of the unit sphere, denoted by S 2. This implies that C repre-

sents the average of v(Q)v* (Q) over the unit sphere surface. As-
suming that the average can be approximated by a finite sum, we

2T [ sin 0dfd¢ covers the entire sur-
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get:

D
1 H 1 H
C~5 ;:1 v(Q;)v7 () = FHHAY, (6)

where D is the number of selected directions and H € CF*P is
the HRTF matrix at a single frequency, with columns representing
the steering vectors of the microphone array positioned on the head
surface. In addition, it is assumed that D > L and HH? is non-
singular. Thus, sensitivity of the-maximum directivity beamformer
depends on the HRTF matrix, which in turn depends on microphone
positioning. By substituting (6) into (4) and using the SVD of H,
ie. H=UXVY we obtain:

b USU"b  orlulbl
TmaacDI = (bHUE_QUHb)Z = 2 (7)
(& Zuirvre)

where ¥ = diag{o1,02,...,04}, U =[u1 uz --- ugjand V =
[vi v2 -+ vp] contain the singular values {o;}, the left singular
vectors {u;} and the right singular vectors {v;} of matrix H, re-
spectively. Now, recall that maximizing the effective rank of H will
tend to produce a more uniform distribution of its singular values.
Observe, that in the limiting case where all singular values are equal,
ie. o, =01, 1 =1,2,..., g, the expression in (7) reduces to

111
S arp | PTUUTD BB
i=1
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<
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=1
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TmazDI =

The result in (8) is the lower bound on sensitivity for the maximum-
directivity, distortionless-response beamformer [11], over all varia-
tions of the steering vector characterizing the array. This result im-
plies that maximizing the effective rank of the HRTF matrix will
generally tend to reduce the sensitivity and therefore improve the
robustness of maximum-directivity beamformer.

3.2. DOA estimation

One of the widely studied DOA estimation approaches is based on
the multiple signal classification (MUSIC) algorithm [15]. This ap-
proach is narrowband and is based on the following measurement
model:

p=Hs+n, )

which is identical to (1) with the following exceptions: additive
noise n € CY*! is included which has zero mean and covariance
E[nn”] = o1, H is the transfer matrix at a single frequency and it
is assumed that L > D. A comprehensive statistical analysis of the
performance of this method as a function of arriving signal proper-
ties and the number of sensors is provided in [16]. Here, we focus
on the relation between the performance and the singular values of
H. In addition to the assumptions made in [16] we assume that
E[ss”] = al. In this case the covariance matrix of the measure-
ments p is given by:

E[pp”] = cHH" + 01 = «UX?*U" + 61 = UAU", (10)

where U and 3 contain the left singular vectors and the singular
values of H, as above. Matrix A = diag{\i, A2, ..., A}, with
{\:} denoting the eigenvalues of E[pp’’], from (10) given by:
{ ac?+o0, i=1,2,..,D
Ai =

o, i=D+1,..,L ° (I



where {o; } denote the singular values of H as above. In the special
case where the arrival direction is described by a single parameter
(e.g. elevation), the variance of estimation error is given by [16]:

D
i
B(Q, - Q)" =co) 7(07M2|h§’ui\2, (12)
i=1 v

where Q ; is the MUSIC estimator of §2;, h; is the j** column of H,
and {ui}iD: 1 are the first D left singular vectors of H. The constant
c depends on the number of snapshots used for the estimation and
the derivative of h; with respect to €2; (see [16] for the details). We
assume that c is approximately independent of j. By substituting
(11) into (12) and summing estimation error variances for all arriving
directions, we obtain:

D co i
E_ZE(QJ79])2:EZ la4az‘hful|2
j=1 i=1 z j=1
D 2 o D
co g; + = H 2 cD & 1
= — 2 H" w||” = — —, (13
a ; s IH wll = oop + oxwe ; -z 13

where SNR = «/o. Only the second factor in (13) depends on
the singular values of H. Thus, for high SNR values, the singu-
lar values will have no effect on the total estimation error e. How-
ever, for low SNR values, the second factor in (13) will be dom-
inant. By considering the constraint of constant matrix gain, i.e.
Zi 1 o2 = const, it can be shown using the Lagrange multipliers
method that the second factor, i.e. Zi’;l 1/0? is minimized when
0 = \/const/D, i = 1,2, ..., D. This implies that total estimation
error € is minimized for uniform singular values. Thus, maximizing
the effective rank of H will tend to minimize the MUSIC DOA es-
timation variance under the above assumptions, especially for low
SNR values.

4. GENERALIZED HRTF DATABASE

As a first approach for obtaining the generalized HRTFs through
a simulation, the boundary element method (BEM) was utilized.
MATLAB code was written implementing the method as described
in [17]. Head geometry model used in this simulation was kindly
provided by Brian F. G. Katz who used this model for the study re-
ported in [18]. The model was resampled in order to reduce the
number of faces to 4000. The calculations were performed up to 5
kHz, although this model is valid up to 3 kHz according to the rule
of 6 elements per wavelength [18]. The pressure was obtained for
240 nearly uniformly [19] distributed sources at a distance of 1 m
from the head center. It was assumed that the head is acoustically
rigid based on results reported in [20]. The obtained database rep-
resents the generalized HRTFs for 4000 microphone positions over
the head at the frequencies {0, 100, 200, ..., 5000} Hz to 240 nearly
uniformly [19] distributed directions.

Comparison of the results of current simulation to the results of
numerical simulations reported in [18] is presented in Fig. 1. It can
be seen that there is a disagreement between the results above 3.5
kHz. This disagreement is most probably due to the fact that the
requirement for 6 elements per wavelength is not fulfilled above 3
kHz. Although there is a deviation for higher frequencies, in general
the results fit very well. Small differences in the results for the lower
frequencies can be explained by the differences in the mesh and the
algorithms used to obtain the solutions.
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Fig. 1. Comparison of HRTF gain between the current study and the
study reported in [18] (a) - front source, left ear, (b) - left source, left
ear.

5. OPTIMAL POSITIONING OF ONE AND TWO
MICROPHONES

The optimal microphone positioning problem can be formulated as
a selection problem. Consider the set of possible microphone posi-
tions M. We are to choose the optimal subset £ = {l1,l2,...,Ir} C
M of distinct positions. The objective function for the selec-
tion is the effective rank (see (2)) of the HRTF matrix H =
[H}, H{, --- H/ ]", which is the column concatenation of in-
dividual sensor transfer matrices as is suggested by (1).

The effective rank of the HRTF matrices of all possible subsets
for L = 1 and L = 2 was evaluated. The elements close to the
neck (white elements in the bottom of Fig. 2c) were excluded from
calculations. The results are summarized in Fig. 2. Results of single
sensor positioning are shown in figures 2a-2c. Recall that the HRTF
matrices were obtained for 240 distinct nearly distributed arrival di-
rections. Fig. 2a displays the results where the HRTF matrices with
all 240 arrival directions are considered, while Fig. 2b and Fig. 2c
represent the results for selected arrival directions: Fig. 2b - only the
directions in the horizontal plane, Fig. 2¢ - only the directions in the
median plane. The maximum value of 1 (black) and the minimum
value of 0 (white) represent 100% and 80% of the maximum effec-
tive rank that was obtained, respectively. The elements for which the
HRTF matrices had effective rank less than 80% of the maximum
value are colored in white.

It can be seen that the best position of a single microphone (Fig.
2a) is the very entrance to the ear canal. This result is not surprising,
as one would expect that the shape of the outer ear and its position
is preferable from evolutionary point of view. Fig. 2b shows that
when only the sources located in the horizontal plane are important,
the preferable microphone positions are distributed on a horizontal
strip surrounding the head. The response of these microphones is
expected to vary considerably as a function of azimuth while be-
ing nearly independent of elevation. Therefore, microphones posi-
tioned in the horizontal strip are preferable for discrimination be-
tween sources positioned in the horizontal plane. For the same rea-
son, when only sources located in the median plane are important
(Fig. 2c), the picture is reciprocal, i.e. the preferable positions are
distributed in a vertical strip surrounding the head.

Results of positioning of a pair of microphones are summarized
in figures 2d-2f. In order to draw these figures the effective rank
of all possible pairs (total 5,822, 578) was calculated. Then, best
1% (58,226 pairs) of all pairs was used in order to calculate the
presented colormap. Each of the elements was assigned a value in
the range of [0, 1] based on the number of its repetitions in the best
pairs. Values of 1 and 0 correspond to the maximum an the minimum
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Fig. 2. Best positioning maps for one and two microphones. (a)-(c) - single microphone, color represents the effective rank of the HRTF
matrix. (d)-(f) - pair of microphones, color represents the likelihood of being in an optimal pair. (a),(d) - all arrival directions, (b),(e) -
horizontal plane, (c),(f) - median plane. In (d)-(f) an example of optimal pair is indicated by arrows.

number of repetitions, respectively. Similarly to the results presented
for single microphone, figures 2e and 2f represent the results with the
HRTF matrices at selected arrival directions.

When all arrival directions are considered (Fig. 2d), it can be
seen that the most likely pairs will include sensors at the entrance to
ear canals and under the chin. Note that the first few optimal pairs
are not the left and the right ears. These pairs (indicated by arrows)
consist of one element in the (either left or right) ear and an element
positioned beneath the chin (or less likely, nose and forehead). This
is probably due to the valuable information added because of the ver-
tical displacement between these positions and their non symmetric
location. The results of optimal positioning of a pair of microphones
for selected source positions, either horizontal (Fig. 2e) or vertical
(Fig. 2f), are similar to the results of single microphone positioning.
The most likely microphone pairs are distributed along either verti-
cal or horizontal strips surrounding the head, while the two micro-
phones are maximally dislocated. These pairs include the (either left
or right) outer ear and the opposite side of the nose, for the sources
in the horizontal plane, and the upper part of the nape and the top of
the nose, for the sources located in the median plane.

6. RELATION TO PRIOR WORK

In [12] an objective measure of sound localization was proposed
based on the HRTFs and validated against the human sound local-

ization theory. Here, this measure is adopted in order to quantify the
quality of a microphone array configuration and a theoretical and
numerical analysis related to this measure is presented.

7. CONCLUSION

A measure of microphone array configuration quality was proposed.
It was analyzed theoretically showing that positioning of the mi-
crophones according to this measure can generally improve the ro-
bustness of beamforming algorithms and reduce the MUSIC DOA
estimation variance. The results of one and two optimal micro-
phone positioning on the surface of a simulated dummy head are
presented and discussed validating the feasibility of the proposed
measure. Future work will include improvement of the generalized
HRTF database and development of the algorithms allowing fast so-
lution of the sensor positioning problem.
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