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ABSTRACT

We study the waveform design problem for a multiple-input
multiple-output over-the-horizon (MIMO-OTH) radar system
faced with a combination of additive Gaussian noise and sig-
nal dependent clutter. Considering the operational frequency
of the MIMO-OTH radar is generally limited to a certain fre-
quency band due to propagation and implementation issues,
the waveform transmitted at each antenna is constructed as a
weighted sum of discrete prolate spheroidal (DPS) sequences
which have good orthogonal and band-limited properties.
Optimum waveforms (possibly nonorthogonal) are designed
to maximize the target detection performance of the MIMO-
OTH radar system with the constraint of fixed total transmit-
ted energy. The performance of the proposed waveforms is
analyzed.

Index Terms— Multiple-input multiple-output radar,
over-the-horizon radar, signal detection, waveform design.

1. INTRODUCTION

Over-the-horizon (OTH) radar systems offer an efficient
means for early warning by monitoring targets, such as low-
flying aircraft, sea surface ship, and stealth aircraft, beyond
the horizon [1–3]. Capitalizing on recent advances [4–11],
the advantages of MIMO radar technology have recently
been applied to OTH radar systems [12–16]. In this paper,
an OTH radar system which uses MIMO radar techniques is
called a MIMO-OTH radar system. Waveform design is a key
issue in radar signal processing [17–20]. For MIMO-OTH
radar systems, the authors in [13] use time-staggered and
frequency-staggered linear frequency modulated continuous-
wave (LFMCW) for MIMO-OTH radar systems. In [14], the
authors consider fast-time orthogonal waveforms and propose
to use slow-time MIMO methods, which can be easily imple-
mented on legacy OTH radars. However, as far as we know,
none of the existing works consider the design of optimum
waveforms for MIMO-OTH radar systems. In this paper, we
design waveforms by maximizing the detection performance
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of the MIMO-OTH radar systems, since the major responsi-
bility of OTH radar system is the surveillance of targets over
land and ocean.

To meet the strict frequency band limitations for OTH
radar systems caused by the propagation and implementation
issues such as the ionospheric reflection properties and exter-
nal interference, we employ discrete prolate spheroidal (DPS)
sequences [21] to form waveforms for our MIMO-OTH radar.
DPS sequences are orthogonal. Considering DPS sequences
with time duration [0,N−1], Slepian pointed out that there are
2NW DPS sequences which are approximately band-limited
to [−W,W], where W ≤ 1/2. Denote the k-th, k = 1, ..., 2NW
normalized DPS sequence time-limited to [0,N] and band-
limited to [−W,W] by vk(n; N,W), n = 0, ...,N − 1, then∑N−1

n=0 vk (n; N,W) vk′ (n; N,W) = δk,k′ , k, k′ = 1, ..., 2NW,
where δk,k′ is the Kronecker delta function, which span a
2NW-dimensional orthonormal space. In this paper, we con-
struct each of the M transmit waveform as a weighted sum
of the first 2NW DPS sequences, which reduces the wave-
form design problem to a 2NWM-dimensional parameter
optimization problem. Since the same set of orthogonal DPS
sequences are used at every transmit antenna, the transmit
waveforms can be made either orthogonal or nonorthogonal
according to different combination of the weighing factors.
We will show that the optimum waveforms that maximize the
radar detection performance are sometimes nonorthogonal.

2. SIGNAL MODEL

Consider a MIMO-OTH radar equipped with M arbitrary
spaced transmit antennas and L closely, and linearly, spaced
receive antennas. The extension to arbitrary spaced receive
antennas is straightforward. We design the waveform trans-
mitted by the m-th transmit antenna at the n-th discrete-time
sample as a weighted sum of the first 2NW DPS sequences as
given by

sm(n;dm) =

2NW∑
k=1

dm
k vk (n; N,W) = vT (n)dm, (1)

where v (n) = [v1 (n; N,W) , · · · , v2NW (n; N,W)]T and the
weighting vector dm = [dm

1 , · · · , d
m
2NW ]T . Since the DPS

sequences are orthogonal, the designed waveforms can be
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either orthogonal or correlated depending on the combination
of chosen weighting factors.

Assume that the signal propagation through the iono-
sphere is stable during the observation interval [22], so that
the target return and clutter for each transmitter to receiver
path can be regarded as the responses of two linear time-
invariant (LTI) systems [23] with the transmitted signal as
input. As transmissions with different incident angles may
be reflected by different ionospheric layers, the target and
clutter impulse response associated with different transmitted
signals may not be the same. Define hm

t (n) and hm
c (n) as the

target and clutter impulse responses associated with the signal
transmitted from the m-th, m = 1, · · · ,M transmit antenna.
The combination of all M transmitted signals, after being
scattered by the target/clutter and reflected by the ionosphere,
arrives at the receiving array, where the signal received at the
l-th receiver can be expressed as

rl (n) =

 M∑
m=1

sm(n;dm) ~
[
hm

t (n) + hm
c (n)

] e− j(l−1)φr + zl (n)

where ~ denotes the convolution operator, zl (n) is the noise at
the l-th receiver, and φr represents the spatial phase difference
between adjacent receivers. Stacking the NR observations that
contain the target return for all L receive antennas into a col-
umn vector, the LNR × 1 overall received signal vector can be
expressed as

r = [r1 (0) , · · · , rL (0) , · · · , r1 (NR − 1) , · · · , rL (NR − 1)]T

= Hts ⊗ ar (θr) +Hcs ⊗ ar (θr) + z = xt + xc + z (2)

where ⊗ stands for the Kronecker product operator, xt

denotes the target return, xc the clutter return, ar(θr) =

[1, e− jφr , · · · , e− j(L−1)φr ]T , s = [sT (0), · · · , sT (N − 1)]T , and
s(n) = [s1(n;d1), · · · , sM(n;dM)]T . The Ht and Hc in (2)
are NR × MN matrices which have the form of

Hε =


hT
ε (0) hT

ε (−1) · · · hT
ε (1 − N)

hT
ε (1) hT

ε (0) · · · hT
ε (2 − N)

...
...

. . .
...

hT
ε (NR − 1) hT

ε (NR − 2) · · · hT
ε (NR − N)


(3)

where ε = t or c, and hε (n) = [h1
ε (n) , · · · , hM

ε (n)]T . The
noise term z is assumed to obey complex Gaussian distribu-
tion with mean zero and covariance matrix Rz = E{zzH},
which is assumed to be independent of the target and clutter
returns. Next we give some assumptions on the statistic of the
target return xt and clutter return xc.

Due to the limited allowable operating bandwidth, the
range resolution cell size of the MIMO-OTH radar is usually
larger than the target size. Thus one could employ a point
target model so that the target impulse response is an impulse
function. Considering that the ionospheric reflection may

give rise to multipath propagation, it appears more appropri-
ate to assume that the target impulse response has a finite
time duration Nt. Assume ht(n) , 0 for n in [0,Nt − 1] and
ht(n) = 0 otherwise. From (2) and (3), the statistics of the
target return vector xt is determined by the statistics of the
Nt M × 1 vector ht = [hT

t (0), · · · ,hT
t (Nt − 1)]T . Assume

ht is zero-mean complex Gaussian distributed with known
covariance matrix Rht,which can be written as [19] Rht =

E{hth
H
t } =

∑Mlow
i=1 λiqiq

H
i where Mlow ≤ Nt M denotes the

rank of Rht, λi represents the i-th largest eigenvalue of Rht ,
qi ≡ [qT

i (0), · · · , qT
i (Nt−1)]T represents the corresponding or-

thonormal eigenvector, and qi(n) ≡ [qi
1(0), · · · , qi

M(Nt − 1)]T .
Thus xt is zero-mean complex Gaussian distributed as it is
described by a linear transformation of a complex zero-mean
Gaussian vector ht. It can be shown that the covariance
matrix of the target return can be expressed as

Rt = E
{
xtx

H
t

}
=

Mlow∑
i=1

λiy
t
i

(
yt

i

)H
= YtΣY

H
t (4)

where Yt = (yt
1, · · · ,y

t
Mlow

), Σ = diag{λ1, · · · , λMlow }, y
t
i =

Qis ⊗ ar(θr), and Qi is an NR × NM matrix constructed by
NR × N block matrices. The ı -th (ı = 1, · · · ,NR and  =

1, · · · ,N) block of Qi equals qT
ı (ı − ) for 0 ≤ ı −  < Nt and

01×M otherwise.
From (2) and (3), the statistic of the clutter return vec-

tor xc is determined by the statistics of a (NR + N − 1)M × 1
vector hc = [hT

c (1 − N), · · · ,hT
c (NR − 1)]T . Assume hc is

zero-mean complex Gaussian distributed with covariance ma-
trix Rhc . Thus, xc is also zero-mean complex Gaussian dis-
tributed, whose covariance matrix is given by

Rc = E
{
xcx

H
c

}
= ξ ⊗

[
ar (θr)aH

r (θr)
]
, (5)

where ξ = E{(Hcss
HHH

c )} , the i j-th entry of which is

ξi j =

N−1∑
n,n′=0

M∑
m,m′=1

sm (n;dm) s∗m′
(
n′;d′m

)
Rhc,ı  (6)

where ı = (N − n + i − 1)M + m,  = (N − n′ + j − 1)M + m′

and theRhc,ı  denotes the i j-th entry ofRhc . From (5) and (6),
it is easy to see thatRc is essentially determined byRhc . As-
sume the covariance matrix of hc satisfies Rhc = E{hch

H
c } =

CT ⊗ CS , where CS denotes the spatial correlation between
clutter impulse responses corresponding to different transmis-
sions for a fixed time index, and CT denotes the temporal
correlation between clutter impulse responses corresponding
to different time delays for a fixed spatial index. Assume the
i j-th element of the spatial correlation matrix CS is CS ,i j =

σ2
S ρS

|i− j|, where σ2
S is a constant and 0 ≤ ρS ≤ 1 denotes one-

lag correlation coefficient. The temporal correlation matrix
CT is modeled as the covariance matrix of a time-varying au-
toregressive (TVAR) process [22], such thatC−1

T = AHE−1
T A

where ET = diag{σ2
T (1 − N), · · · , σ2

T (NR − 1)} is constructed

4135



from the time-varying variance of a white complex Gaus-
sian process σ2

T (n), diag{·} denotes diagonal matrix, and A
can be constructed [22] from an order-K TVAR coefficients
ak (n) , n = 1 − N, · · · ,NR − 1.

3. DPS SEQUENCE-BASED WAVEFORM DESIGN
FOR TARGET DETECTION

3.1. Detector Model and Performance Analysis

Based on the signal model in Section 2, we formulate the tar-
get detection problem as the following binary hypothesis test-
ing problem

H0 : r = xc + z
H1 : r = xt + xc + z.

(7)

It can be shown that the test statistic of the optimum likeli-
hood ratio test can be written as

Λ = rHC−1
0 ỸtỸ

H
t C

−1
0 r = bHb =

Mlow∑
i=1

|bi|
2 (8)

where C0 = Rc + Rz is covariance matrix of r under H0
hypotheses, Ỹt = Yt(Y H

t C
−1
0 Yt + Σ−1)−1/2 ≡ (ỹt

1, · · · , ỹ
t
Mlow

),
and bi = (ỹt

i)
HC−1

0 r. The bi, which is a linear transformation
of the zero-mean complex Gaussian random vector r, also
follows zero-mean Gaussian distribution.

In order to analyze the performance of the detector, next
we calculate the distribution of test statistic under hypothe-
ses H0 and H1. When hypothesis H0 is true, the variance
of bi is σ2

0i = (ỹt
i)

HC−1
0 ỹ

t
i and the test statistic in (8) can

be written as Λ0 =
∑Mlow

i=1 σ2
0iB0i/2, where B0i = 2|bi|

2/σ2
0i

obeys Chi-square distribution with two degrees of free-
dom. Thus, the test statistic Λ0 is a weighted sum of cor-
related Chi-square random variables B01, B02, · · · , B0Mlow ,
the distribution of which can be approximated by [24]
Λ0 ∼ ψ0Γ(η0, 2), where Γ(α̃, β̃) denotes gamma distribu-
tion with shape parameter α̃ and scale parameter β̃, ψ0 =

{[
∑Mlow

i=1 (σ2
0i/2)]2 + 2

∑
i< j ρ0i j (σ2

0i/2)(σ2
0 j/2)}/[

∑Mlow
i=1 (σ2

0i/2)]
with the constant ρ0i j denoting the correlation coefficient of
B0i and B0 j, and η0=

∑Mlow
i=1 [σ2

0i/(2ψ0)]. Thus, the false alarm
probability PFA can be obtained

PFA ≡ F0 (γ) = P (Λ0 > γ) =

∫ ∞

γ/ψ0

tη0−1 e−
t
2

2η0Γ (η0)
dt. (9)

Similarly, when hypothesis H1 is true, the variance of bi

is σ2
1i = E{|bi|

2|H1} = σ2
0i + |(ỹt

i)
HC−1

0 YtΣ
1/2| and the test

statistic can be written as Λ1 =
∑Mlow

i=1 σ2
1iB1i/2 where B1i =

2|bi|
2/σ2

1i . The distribution of Λ1 can be approximated [24]
by Λ1 ∼ ψ1Γ(η1, 2) where ψ1 and η1 can be obtained by re-
placing the σ2

0i and ρ0i j in ψ0 and η0 with σ2
1i and ρ1i j. Thus,

the detection probability can be derived

PD ≡ F1 (γ) = P (Λ1 > γ) =

∫ ∞

γ/ψ1

tη1−1 e−
t
2

2η1Γ (η1)
dt. (10)

3.2. Waveform Design Based On DPS Sequences

Previously, we have analyzed the distribution of the test
statistic under the null Λ0 and alternative Λ1 hypotheses. As-
sume that the total transmit energy is upper bounded by E0.
Our goal is to find the optimum waveforms which maximize
the detection probability of a size-ᾱ test under the Neyman-
Pearson criterion. The optimization problem is give by

max
s

F1

(
F−1

0 (ᾱ)
)

s.t. ‖s‖22 ≤ E0. (11)

where F−1
0 (·) represents the inverse function of F0(·). Note

that the objective function in (11) is implicitly a function
of the transmit waveforms s. For simplicity and to get
insight of the problem, next we consider a specific case
where the covariance matrix of the target reflection co-
efficient vector has unit rank1. Assume that the target
reflection coefficients hm

t (n) have identical random phase
fluctuation φ for all m and n, such that ht =

√
λ1q1e jφ

where q1 is a deterministic vector. In this case, we have
Mlow = 1. The Rt in (4) becomes Rt = λ1y

t
1(yt

1)H .
Thus, the variances of b1 under H0 and H1 hypotheses are
σ2

01 = G(yt
1)HC−1

0 y
t
1 and σ2

11 = σ2
01 + G|(yt

1)HC−1
0 y

t
1|

2 re-
spectively, where G = λ1/[1 + λ1(yt

1)HC−1
0 y

t
1]. Applying

Mlow=1, we also have ψ0 = σ2
01/2, η0 = 1, ψ1 = σ2

11/2 and
η1 = 1. Plugging them in (9) and (10) we get

PFA = F0 (γ) = exp
(
−γ

/
σ2

01

)
(12)

and
PD = F1 (γ) = exp

(
−γ

/
σ2

11

)
. (13)

Substituting (12) and (13) into (11), the objective function
turns out to be F1[F−1

0 (ᾱ)] = ᾱ1/.[1+(yt
1)HC−1

0 yt
1]. After manipu-

lation, the optimization problem in (11) can be rewritten as

max
d

dHṼ TQH
1 A

H
RC

−1
0 ARQ1Ṽ d

s.t. dHd ≤ E0 (14)

where d = [dT
1 , · · · ,d

T
M]T , Ṽ = [ΨT (1), · · · ,ΨT (N)]T ,

Ψ(i) = Diag{vT (i), · · · ,vT (i)} is an M × 2NWM matrix,
AR = Diag{ar(θr), · · · ,ar(θr)} is an NRL × NR matrix, and
Diag{·} denotes block diagonal matrix. Due to the orthog-
onal property of the DPS sequences, we have Ṽ T Ṽ =

I such that the total transmit energy constraint becomes
‖s‖22=sHs=dHṼ T Ṽ d = dHd ≤ E0. Next we solve (14) by
an iterative method proposed by Pillai et al in [25] to obtain
the optimum waveforms parameters dopt. Then, the optimum
DPS sequence-based waveforms sopt

1 (n), · · · , sopt
4 (n) can be

obtained by plugging dopt into (1).

4. NUMERICAL RESULTS

Consider a MIMO-OTH radar equipped with L = 2 receivers
and M transmitters. The total transmit energy is E0 = 4. Sup-
pose that due to propagation and implementation issues, the

1Analysis of the general case will be presented in future publications.
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Fig. 1. Real parts of the optimum waveforms transmitted
from four antennas.

allowable operational frequency is centered at f0 = 10MHz
with a bandwidth of B = 1.5KHz, so the transmitted wave-
forms are frequency limited to [ f0 − B/2, f0 + B/2]. As-
sume the transmit signals have pulse width T = 16ms and
the sampling frequency is fs = 1.875KHz, resulting in the
number of samples N = T fs = 30 and the relative bandwidth
W = B/(2 fs) = 0.4. Suppose a target, if present, is located at
θr = 30◦. Assume Nt = 8 and NR = 37. The clutter covari-
ance matrix is computed using (5) and the noise is assumed
to be temporally colored and spatially white (see [26] for de-
tail). Given these parameters, we employ Pillai’s method [25]
to solve for the optimum d in (14), and the optimum value
dopt is plugged into (1) to compute the optimum waveforms.
When M = 4, assume q1(n) = [0.65,−1.77, 0.06,−0.76] for n
in [0,Nt−1]. The real parts of the optimum waveforms sopt

m (n)
are plotted in Fig. 1. We find that in this example the optimum
waveforms are non-orthogonal. In other words, orthogonal
waveforms are not always the best solution for MIMO-OTH
radar detection.

Next, we look at the detection performance of the wave-
forms designed by the proposed method. We present the
effects of changing the number of transmit antennas and
compare the detection performance of the designed wave-
forms with that obtained from frequency spread (FS) LFM
signals, which are commonly used in traditional OTH radar
systems. The m-th FS LFM signal is assumed to be sm(t) =
√

E0/(MN)rect(t/T )e j2π[( f0−B/2)t+µt2/2+(m−1)∆ f t] , m = 1, · · · ,M,
where ∆ f is the frequency offset , µ = Bu/T , and Bu is the
bandwidth of um for any m. Considering the frequency re-
quirement of the MIMO-OTH radar as stated previously, we
let ∆ f = 1/T and Bu = B − (M − 1)/T . For several different
values of M, we plot the receiver operating characteristics
(ROCs) for the optimum DPS sequence-based waveforms
and FS LFM signals in Fig. 2. It is seen that for any given
M, the ROC curves of the optimum DPS sequence-based
waveforms are uniformly higher than that of the FS LFM
signals, indicating the superiority of our designed signals
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Fig. 2. ROCs for the DPS sequence-based waveforms and FS
LFM signals for a different number of transmitters M.

when compared with the signals often used in traditional
OTH radar systems. We find that for the DPS sequence-based
waveforms, the detection performance is improved when
the number of transmit antennas is increased. While for a
MIMO-OTH radar employing FS LFM signals, the detection
performance is not necessarily improved with the increase
of transmit antennas. Intuitively, for the FS LFM signals,
increasing M will increase the beamforming gain which can
enhance the detection performance. However, since the to-
tal bandwidth B of the MIMO-OTH radar is limited and the
frequency offset ∆ f is fixed to 1/T to attain orthogonality,
when we continue adding transmit antennas, the bandwidth
Bu of each signals will be reduced, leading to a performance
degradation. For the DPS sequence-based waveforms, the
detection performance will not be degraded with the increase
of transmit antennas since the orthogonality of the basis func-
tions does not have to be separate in frequency, and further
the waveforms are not restricted to be orthogonal.

5. CONCLUSIONS

This paper considered the waveforms constructed by a
weighted sum of DPS sequences with sample number N and
relative bandwidth W which are determined by the MIMO-
OTH radar system parameters. We designed the waveforms
by maximizing the detection performance under the con-
straint of the bandwidth and total energy restrictions. We
showed that the waveform design problem can be reduced
to the optimization of the 2NWM weighting factors. The
optimum DPS sequence-based waveforms turn out to be
nonorthogonal, which implies that orthogonal signals are not
always the best. We showed that the designed DPS sequence-
based waveforms have superior detection performance than
the FS LFM signals. When the number of transmit antennas
is increased, the detection performance of the DPS sequence-
based waveforms is improved, while it is not always the case
for the FS LFM signals possibly due to the limited bandwidth.
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