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ABSTRACT

Traditionally, direction-of-arrival (DOA) and pitch estimation of
multichannel, periodic sources have been considered as two separate
problems. Separate estimation may render the task of resolving
sources with similar DOA or pitch impossible, and it may decrease
the estimation accuracy. Therefore, it was recently considered to
estimate the DOA and pitch jointly. In this paper, we propose two
novel methods for DOA and pitch estimation. They both yield
maximum-likelihood estimates in white Gaussian noise scenar-
ios, where the SNR may be different across channels, as opposed
to state-of-the-art methods. The first method is a joint estimator,
whereas the latter use a cascaded approach, but with a much lower
computational complexity. The simulation results confirm that the
proposed methods outperform state-of-the-art methods in terms of
estimation accuracy in both synthetic and real-life signal scenarios.

Index Terms— Maximum likelihood, direction-of-arrival,
pitch, joint estimation, closed-form estimates.

1. INTRODUCTION

In many applications involving quasi-periodic signals such as voiced
speech or musical instrument recordings, an array of microphones
are used for picking up the desired signal. Hearing-aids, hand-held
devices, teleconference systems, and surveillance systems are just
a few examples of such applications. Due to periodicity property
and the multichannel recording scheme, the desired signal has a
direction-of-arrival (DOA) and a pitch. These two parameters are
some of the main paraphernalia in many of signal processing meth-
ods utilized in the abovementioned applications. For example, the
DOA, the pitch, or even both parameters are necessary in various
methods for tracking [1], source separation [2], enhancement [3-5],
and compression [6,7].

Due to the importance of knowing these parameters, several
methods have been proposed for both DOA and pitch estimation.
For multichannel speech and audio, DOA estimation has often been
treated as a broadband problem and an overview of such methods
can be found in, e.g., [8-12]. The pitch estimation problem has
mainly been considered a single-channel estimation problem [13],
however, in the recent years a few methods have been proposed for
multichannel scenarios [14—16]. That is, the estimation of the DOA
and pitch has traditionally been treated as two separate problems
as hinted by the above references. Estimating the DOA and pitch
separately may, however, cause two problems: the estimation accu-
racy will most likely be suboptimal, and it might not be possible to
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has therefore been considered recently to estimate the DOA and
pitch jointly by assuming a spatio-temporal harmonic model for the
desired, multichannel, periodic signal. In other words, the desired
signal is assumed to consist of a number of narrowband signals with
harmonically related carrier frequencies. Some examples of joint
DOA and pitch estimation techniques are a maximum-likelihood
based method [17], subspace methods [18-20], correlation-based
methods [21, 22], filtering methods [23, 24], and nonlinear least
squares (NLS) methods [25]. Note that some of the methods men-
tioned above consider time delay estimation and not DOA esti-
mation, however, these parameters are closely related as clarified
later.

In this paper, we propose two new methods for pitch and DOA
estimation. Both of the proposed methods yield maximum likeli-
hood (ML) estimates when the noise is white Gaussian in each chan-
nel even when the signal-to-noise ratios and the attenuations of the
periodic signal are different across the channels. This is not the case
for any of the joint pitch and DOA estimators in [17-25]. The first of
the proposed methods directly and jointly maximizes the likelihood
function for the pitch and the DOA. This involves a two-dimensional
search, i.e., the computational complexity will be high. We therefore
also propose a cascaded method, where we first obtain a ML estimate
of the pitch using the method in [16]. Then, in the second stage, a
closed-form estimate of the DOA involving weighted least-squares
(WLS) is obtained.

The remainder of the paper is organized as follows: first, the
signal model and the problem formulation considered in the paper
are defined in Section 2. Then, we propose a joint and a cascaded
pitch and DOA estimator in Section 3 and Section 4, respectively. In
Section 5, we present the experimental results and, finally, we relate
our work to the state of the art in Section 6.

2. PROBLEM FORMULATION

To facilitate the derivation of statistically efficient pitch and DOA
estimators, we first present the multichannel model under consider-
ation. In the proposed methods, it is assumed that N data snapshots
have been obtained using K sensors. The data obtained using sensor
k can be represented by a data vector xx(n) € CV defined as

o+ N-1D]", 1)

fork=0,..., K — 1, where z1(n) is the signal observed at sensor
k at time instance n. In scenarios with a single periodic source in an
anechoic environment, we can model each of these vectors as

xp(n) = [zr(n) zk(n+1)

resolve sources overlapping in one dimension. Motivated by these xk(n) = BxZD(k)a + ex(n), )
observations and due to an increasing computational capability, it . 4

with Z = [z(wo) z(Lwo)], [2(lwo)]n = €/™0 for
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while all other entries of D(k) equals zero. Moreover, & =

[ar -« L]T, Bk is the attenuation of the source wave from
the source position to the position of sensor k, wy is the pitch, L is
the harmonic model order, f; is the sampling frequency, 7% is the
delay of the source signal between sensor 0 and sensor k, and «y is
the complex amplitude of the /th harmonic. The factors i can be
used for modeling, e.g, the attenuation of sound waves over distance
as well as different sensor characteristics. Furthermore, the [th com-
plex amplitude is given by a; = A;e?®* where A; > 0 and ¢, is the
real amplitude and the phase, respectively. When the array structure
is known, the model can be detailed further by modeling the delay
Tk. In the remainder of the paper, we will assume a uniform linear
array (ULA) structure. This enables us to model the delay from
sensor k to sensor 0 as

7% = kdc ™ !sin 0, 3)

where d is the spacing between two consecutive sensors in the ULA,
0 € [—90°;90°] is the (DOA) of the source wave onto the ULA,
and c is the wave propagation speed. Finally, we assume that the
noise is white Gaussian in each channel, and that the noise is un-
correlated across channels. We also assume that the variance of the
noise in each channel o} is different. While these noise assump-
tions may appear limiting in practice, they are the best choices for
the noise probability density function (pdf) when nothing about it is
known, since the white Gaussian noise distribution can be shown to
maximize the entropy of the noise [26].

Under these assumptions, the likelihood function for the com-
plex data vector x(n) can be written as

1 2
_N —ozllex(m)ll
)N

p(xk(n); ¥) = (no}

with 1) being the vector containing the signal parameters. Assuming
the deterministic part of the model in (2) is stationary, we can write
the likelihood for the whole set of data vectors {xx(n)}r—," as

; C)

K—1
p({xu(m)}; {9}) = [T p(x(n);9) )
k=0
1 ~Tiso e llerm)l?
~ € k
oK (T o7
By taking the logarithm of (5) we get the log-likelihood function
Inp({xx(n)}; {¢}) =
K—1

s llex(n)])?
~NKInmr =N > Inog— > e ©
k=0 k

k=0

The task is then to obtain statistically efficient estimates of the pitch
wop and the DOA 6 given N data snapshots from K sensors by max-
imizing the likelihood.

3. JOINT PITCH AND DOA ESTIMATION

Utilizing the aforementioned likelihood functions, we derive the pro-
posed joint pitch and DOA estimation method in this section. To
achieve this, we maximize the log-likelihood in (6) wrt. these param-
eters. First, we differentiate the log-likelihood wrt. to the unknown
complex amplitudes @ and equate with zero to obtain the following

amplitude estimates

&= Kil 'B—’%DH(k)ZHZD(k) @DH(k)sz (n)
k=0 0']% k=0 ’% ’ .

(N
Using a similar procedure, we can find an estimate of the attenuation
B of the periodic source on the kth sensor as
5 _ Re {a" D" (k)Z"xk(n)}
¥ T TaHDH(k)ZHZD (k)o

®)

where Re{-} denotes the real part of a complex number. Finally, we
differentiate the log-likelihood wrt. the noise variance on sensor k,
equate with zero, and solve for the variance which yields

6r = N~ Hex(n)|?, ©)

with & (n) = x(n) — BxZD(k)é. Apparently, the amplitude, at-
tenuation factor and noise variance estimates are dependent on each
other. We therefore propose to estimate these iteratively using the
expressions in (7), (8), and (9), where the (x’s and U;%’S are initially
set to 1. The log-likelihood is convex wrt. the product Sy, and the
algorithm will therefore converge [27]. According to our experience,
three iterations typically sufficient. Note that the estimates of o and
B are not unique, but the product of the two is.

Then, we can combine (6) and (9) to obtain the concentrated
log-likelihood for our set of data vectors, which depends only on the
pitch wo and the DOA 6. This yields

K—1
Inp({xx(n)};wo,0) = —NK(1+1In7) — N Z Iné:. (10)
k=0

The joint maximum likelihood estimator (MLE) of the pitch and the
DOA is then given by

K-1

{djo, é} = arg min Z In ka(n) — BkZD(k)d)‘z,

{wo,0}€Q0x© £
1)

where )¢ and © are sets of candidate fundamental frequencies and
DOAs, respectively. We denominate this estimator the joint max-
imum likelihood (JML) method. Estimating the pitch and DOA
jointly is beneficial in scenarios with multiple periodic sources
present, as we might be able to resolve sources with similar pitch as
long as they are sufficiently spaced in DOA and vice versa.

4. CLOSED-FORM DOA ESTIMATION

While joint pitch and DOA estimation is advantageous in terms of
resolving overlapping sources, it has the disadvantage of a high com-
putational complexity since a two-dimensional search is required. To
alleviate this, we also propose a cascaded pitch and DOA estimation
method. First, the pitch is estimated using the multichannel pitch
estimator proposed in [16]. Then, as we show in this section, we can
obtain a statistically efficient estimate of the DOA by utilizing the
ML pitch estimate.

To obtain such a DOA estimate, we first obtain a least squares
(LS) estimate of the attenuated complex amplitudes a'(k) =
Bro(k) on each channel as

&' (k) = argmin [|jxx(n) — Za!' (k)| (12)
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where a’(k) = B [oa (k)
and

ar(B)]”, ar(k) = Ae?®),

o1 (k) = ¢ — klwo fude™ ' sin @ = by + ak, (13)

with by = ¢; and a; = —lwo fide™! sin §. Equipped with complex
amplitude estimates of the /th harmonic from all sensors in the ULA,
we can estimate b; and a; using weighted LS (WLS) as

. -1
@) = (K"WK) K'We', (14)
where
T
11 -« 1
K_[o 1. K—J ’
¢’ = [¢1(0) P (K —1)] " and W is a weighting matrix

accounting for the phase estimates having different variances across
the different sensors. For b; and ay to be statistically efficient es-
timates, the weighting should be W = C;l, where Cg is the

covariance matrix of ¢’;. Then, an estimate of the DOA of the Ith
harmonic can be obtained as

i —auc
0, = sin <lwofsd) . (15)

The DOA of the periodic source is then estimated by combining the
DOA estimates of the individual harmonics. This can be achieved
by again using a WLS approach as

~ -1 N
= (1Tc;11) 17c; 9, (16)
where Cg is the covariance matrix of Hand § = [él o0 L] r

In the remainder of the paper, we denote this estimator as the
weighted least squares (WLS) method.

4.1. Finding the Weighting Matrices

Below, we describe how to find the weighting matrices. If the esti-
mates to be weighted are stastically efficient, the optimal weighting
matrices are simply given by the corresponding Fisher information
matrices (FIMs). These matrices, however, often requires knowl-
edge about all parameters in our signal model, which would limit
the practicability of the weighting-based estimator proposed in Sec.
4. Therefore, we consider asymptotic expressions in this section to
lighten this requirement.

Under the assumed noise conditions, the FIM I(v) for a vector
of unknown parameters v is given by

N1
_ dst(n) . _10s(n)
I(v) = 2Re{n=0 QT (17)
where
L ‘ .,
[s()]k =Y Agpeleontiot®) (18)

1=1
and A;;, = BrA;. Thatis, it can be shown that the FIM I(¢’,) for
the phases ¢'; is proportional to

2
Lk
2

(=)0,

for p=q =k,

[I(¢,l)]pq o [Wolpg (19)

for p # q

where W4 can be chosen as the optimal weighting matrix in (14).
As appearing from the above expression, W only depends on the
attenuated real amplitudes A; 5, and the noise variances oz. These
parameters are most likely unknown in practice, but they can easily
be estimated as shown in [16]. Moreover, it can be shown that the
FIM I(0) for the DOAs of the individual harmonics in 0 is propor-
tional to

2 42
2 245 ~K—1 kA7
[Fcos“ 01, e

(=)0,

for p=qg=1,

for p # q.
(20)

[I(e)]pq S [W9]Pq =

The matrix Wy can then be chosen as the optimal weighting for the
estimator in (16). The weighting matrix W depends on the attenu-
ated real amplitudes A; , the noise variances 0’%, and the DOAs of
the individual harmonics 6;. The amplitudes and noise variances are
estimated easily in practice as previously described, while 8; can be
estimated using (15). If desired, we can further simplify the expres-
sion in (20) by assuming that the individual DOAs of the harmonics
are nearly the same in which case the cos? 6; term can be left out.

5. EXPERIMENTAL RESULTS

Next, we present the experimental evaluation of the proposed meth-
ods. First, we conducted several Monte-Carlo simulations where
we evaluated the methods proposed in Section 3 (JML) and 4
(WLS), respectively, as well as other methods for comparison.
The other methods in this comparison are the maximum likelihood
pitch estimator (ML) in [16], the steered response power method
(SRP) [28], the position-pitch plane based method (POPI) in [21],
and the nonlinear least squares method (NLS) in [25]. Note that
we used FFT lengths of 256 and 1,024 in our SRP and POPI
implementations, respectively, and in the SRP method, we inte-
grated over all frequency indices. In each of these simulations,
the sampling frequency was 8 kHz, the wave propagation speed
was ¢ = 343 m/s, and a uniform linear array was used with sen-
sor spacing d = c¢/fs. Arrays containing up to 10 sensors were
considered, where the SNRs and attenuation factors on the dif-
ferent sensors were [40, 20, 10, 25, 15, 20, 30, 35, 25,40] dB and
B8 = [1,0.99,0.98,0.97,0.96,0.95,0.94,0.93,0.92,0.91]7, re-
spectively. Moreover, a periodic signal in white Gaussian noise was
considered in each simulation, where the periodic signal consisted
of L = 4 harmonics with amplitudes || = [1,0.8,0.6,0.2]” and
random, uniformly distributed phases, and the signal had a pitch of
fo = 243 Hz and a DOA of § = —15° onto the array. Finally,
500 Monte-Carlo simulations were conducted for each parameter
setting. In the first series of Monte-Carlo simulations, the mean
squared error (MSE) of the pitch and DOA estimates were measured
as a function of the average SNR across the sensors in the array. In
this series, the first ' = 4 sensors of the ULA was used, the number
of temporal samples was N = 60, and the average SNRs were ob-
tained by scaling the aforementioned sensor SNRs. Furthermore, we
conducted a series of simulations, where the number of sensors K
was varied and the number of snapshots was N = 60, and, finally,
we measured the performance for different number of temporal
samples, when the number of sensors was K = 4. The outcome
of these evaluations are depicted in Fig. 1. From these results, we
first observe that there is only a subtle difference between using the
exact CRBs calculated from the true parameter values (C-WLS) and
the asymptotic CRBs based on estimated parameter values (WLS)
as the weights for the method in Sec. 4. We also observe that the
proposed methods outperforms all other methods in the considered
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Fig. 1. Mean squared errors of DOA and pitch estimates obtained using various methods in different scenarios.
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Fig. 2. Plots of (upper) the spectrogram of the utilized trumpet sig-
nal, (middle) the pitch estimates, and (bottom) the DOA estimates.
The labels for the two lower plots are found in Fig. 1.

scenarios, and that they attain the Cramér-Rao bounds as expected.
For very low numbers of samples, the proposed JML method seems
to outperform the proposed WLS method for DOA estimation.

We also evaluated the aforementioned methods for estimation of
the pitch and DOA of a multichannel, real-life signal. The multi-
channel signal was obtained by synthesizing a single-channel trum-
pet signal spatially by using the image method [29]. A spectrogram
of the trumpet signal can be found in Fig. 2. For generating the

multichannel signal in this way, we used an online MATLAB im-
plementation [30] of the image method and the setup was as fol-
lows: the length of the acoustical room impulse responses (RIRs)
was 4,096, cardioid microphones were used, the reflection order was
0, the room dimension was 3 and the dimensions were 5x 4 x 3 m, the
microphone orientation was 0, and the highpass filter was disabled.
Furthermore, four microphones with coordinates (0.2, 1—1.5d, 2) m,
(0.2,1-0.5d,2) m, (0.2, 140.5d, 2) m, and (0.2, 14+1.5d, 2) m were
used with d = f/c, and the source was placed at (4, 3.5, 2) m; this
corresponds to a DOA of ~33.3°. The SNRs for the four micro-
phones were [40, 10, 40, 0] dB, while the speed of sound and the
sampling frequency were the same as in the previous experiment.
As we do not consider model order estimation, the model order was
fixed to L = 4. Using this setup, we applied the aforementioned
methods on blocks of N = 200 samples of the generated, multi-
channel signal, and the resulting estimates over time are depicted in
Fig. 2. From these results, we first observe that the obtained pitch
estimates are consistent with the spectrogram of the trumpet signal.
Moreover, we observe that the JML, ML and NLS methods yield
pitch estimates with similar variance, whereas the variance is some-
what larger for the estimates obtained using the POPI method. For
DOA estimation, the proposed WLS and JML methods provide es-
timates close to the true DOA and they seem to outperform all the
other methods in the comparison (SRP, NLS and POPI) with the
POPI method having the worst performance.

6. DISCUSSION

The work in this paper is considering the topic of estimation of the
pitch and DOA of multichannel, periodic sources. Only a few meth-
ods for estimating these parameters jointly have been proposed in-
cluding the maximum-likelihood based method in [17], the subspace
methods in [18-20], the correlation-based methods in [21,22], the
filtering methods in [23,24], and the nonlinear least squares based
methods in [25]. Some of these methods estimate the time delay
instead of the DOA, however, these parameters are closely related.
To the best of our knowledge, none of these existing methods yield
maximum likelihood estimates when the noise is white Gaussian and
the SNRs are different across the channels. However, this can be
achieved with the methods proposed herein, which is also clear from
the reported results. Furthermore, the proposed methods show su-
perior performance compared to the other state-of-the-art methods
when applied on a real-life signal.
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