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ABSTRACT
As an emerging computing paradigm, cloud computing has
been increasingly used in multimedia applications. One fun-
damental challenge for application providers is how to effec-
tively schedule multimedia tasks to multiple virtual machines
for distributed processing. In this paper, we study task-level
scheduling problem for cloud based multimedia applications.
Specifically, we introduce a directed acyclic graph to model
precedence constraints among tasks. Based on the model, we
study the optimal task scheduling problem for the sequential,
the parallel, and the mixed structures, respectively. More-
over, we propose a heuristic to perform the near optimal task
scheduling in a practical way. Experimental results demon-
strate that the proposed scheduling scheme can optimally as-
sign tasks to virtual machines to minimize the execution time.

1. INTRODUCTION

Recent years have witnessed the fast development of cloud
computing. In cloud data centers, a shared pool of servers
are managed to provide on-demand computation, communi-
cation, and storage resources as accessible services. Owing
to the elastic and on-demand natures of resource provision-
ing, cloud computing has been increasingly used in multi-
media applications to effectively address intensive resource
demands. In cloud based multimedia applications, appli-
cation providers rent a certain number of virtual machines
(VMs) to deliver multimedia services to users. For applica-
tion providers, one major concern is how to optimally deploy
multimedia tasks to diverse VMs for distributed processing.
To address this problem, effective scheduling schemes are
desired.

Generally, cloud computing employs two-level schedul-
ing. The first level is the user-level scheduling, in which
users’ requests for one application are distributed to different
VMs according to current workload. By balancing workload
among VMs, the user-level scheduling can effectively avoid
congestions in cloud. Compared to the user-level scheduling,
the task-level scheduling is performed in a finer granularity.
In general, a multimedia application can be decomposed into
a set of tasks. Some tasks can run in parallel, while some tasks
must be processed serially. The goal of task-level scheduling
is to assign tasks to VMs so that the total execution time can
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Fig. 1. An illustration of video retrieval framework.

be minimized. The two-level scheduling are performed in a
hierarchical way in cloud. The optimal user-level scheduling
have been studied in our previous work [1]. In this paper, we
focus on the optimization of task-level scheduling for cloud
based multimedia applications.

In cloud, effective task-level scheduling can optimally
match demands of tasks with resource provisioning of VMs
and improve the Quality of Service (QoS). However, it is
challenging to achieve the optimal task-level scheduling.
Firstly, there are diverse precedence constraints, which are
the precedence relations among tasks. For instance, Fig. 1
shows a video retrieval framework [2], in which the key frame
decoding must precede feature extraction, and the concept de-
tection cannot be executed until visual features are extracted.
When assigning tasks to VMs, it is difficult to satisfy all these
precedence constraints. Secondly, multimedia applications
have different operation structures. Generally, there are three
basic structures: sequential, parallel, and mixed structures.
In the sequential structure, tasks are executed in a serial order,
with one task starting after a previous task has completed. In
the parallel structure, tasks can be performed concurrently.
Mixed structure combines both sequential and parallel struc-
tures. It is a challenge to find an effective scheduling scheme
for different structures. Thirdly, VMs have different resource
capacities. It is challenging to assign a task to the best suit-
able VM. Finally, application providers require an efficient
scheduling scheme, which can be adaptive to time-varying
demands.

To address the above mentioned challenges, we propose
an optimal task-level scheduling for cloud based multimedia
applications in this paper. Our contributions can be presented
as follows. We introduce a directed acyclic graph to charac-
terize the precedence constraints among tasks. Based on the
model, we optimize the task-level scheduling for the sequen-
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tial, the parallel, and the mixed structures, respectively. In
each structure, we formulate the task schedule optimization
problem to minimize the total execution time. Since the for-
mulated problem is NP-complete [11], we propose a heuristic
to efficiently approach the optimal task-level scheduling.

2. RELATED WORK

Cloud based multimedia applications has attracted wide atten-
tions from researchers. Zhu et al. [3] introduce the concept
of multimedia cloud computing and propose the media edge
cloud structure to reduce transmission delays. Nan et al. [4]
propose queueing model based resource allocation to mini-
mize the service response time. Wu et al. [5] integrate cloud
servers with P2P streaming to support video on demand ap-
plications. Our work is different with topics in [3, 4, 5] and
focuses instead on the optimization of task-level scheduling.
Optimal scheduling in the distributed system has always been
a challenging research topic. Tai et al. [6] propose a burst
workload balancer to predict the changes in the user demands
and accordingly shift schedule from greedy scheme to random
scheme. Silberstein et al [7] present a schedule algorithm by
adapting the multi-level queue approach in grid computing.
But [6] and [7] only consider user-level scheduling. Tan et al.
[8] study the optimization of subtask scheduling and commu-
nication traffic in a grid environment. Yu et al. [9] present a
taxonomy for grid workflow system. However, [8] and [9] do
not consider the constraint of resource cost, which is one ma-
jor difference between cloud and grid computing [10]. Com-
pared to previous work [5-9], our paper is different in follow-
ing senses: 1) we optimize the task-level scheduling for cloud
based multimedia applications; 2) we investigate task sched-
ule optimization problem for the sequential, the parallel, and
the mixed structures, respectively; 3) we propose a heuristic
to efficiently approach the optimal task scheduling.

3. TASK SCHEDULING MODEL

In this section, we present our task scheduling model. To
characterize precedence constraints among multimedia tasks,
we introduce a directed acyclic graph (DAG), which is a di-
rected graph with no path that starts and ends at the same
vertex. The DAG can be denoted as: 𝐷𝐴𝐺 = (𝕍,𝔼),
where 𝕍 is the set of vertices and 𝔼 is the set of edges.
Suppose that a multimedia application can be decomposed
into 𝐾 tasks. Each vertex in 𝐷𝐴𝐺 represents a task. Thus,
𝕍 = {𝑉1, 𝑉2, . . . , 𝑉𝐾} represents the set of tasks. Each edge
in 𝐷𝐴𝐺 characterize a precedence constraint between two
tasks. The edge 𝐸𝑘′𝑘 represents that task 𝑉𝑘 cannot be exe-
cuted until task 𝑉𝑘′ has finished. Thus, the execution of task
𝑉𝑘′ is a precedence constraint for task 𝑉𝑘. Fig. 2 illustrates
the DAG of the video retrieval framework in Fig. 1. There are
7 tasks in Fig. 2, and the video query and the retrieval result
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Fig. 2. The DAG of the video retrieval framework in Fig. 1.

are denoted as source and sink, which represent the start and
the end of DAG.

Suppose that there are 𝑁 types of VM instances. Each
task can be served by any VM instance. But different types
of VM instances have different price rates and resource ca-
pacities, leading to different execution time. Let 𝑡𝑘𝑗 denote
the execution time by using type-𝑗 VM instance to execute
task 𝑉𝑘, and let 𝑝𝑗 be the resource cost for renting one type-𝑗
VM instance. We assume that each task can only be assigned
to one VM instance for execution. Therefore, the purpose of
task-level scheduling is to optimally assign tasks to VMs. To
represent the task assignment, we introduce 𝑠𝑘𝑗 , which is given
by

𝑠𝑘𝑗 =

{
1 if 𝑉𝑘 is assigned to a type-𝑗 VM instance,
0 otherwise.

We will propose the optimal task schedule scheme to deter-
mine the optimal value of 𝑠𝑘𝑗 (𝑉𝑘 ∈ 𝕍,∀𝑗 = 1, 2, . . . , 𝑁) to
minimize the total execution time.

4. OPTIMAL TASK-LEVEL SCHEDULING

In this section, we use the model presented in Section 3 to
study the optimal task-level scheduling for the sequential, the
parallel, and the mixed structures, respectively. Moreover, we
propose a heuristic to efficiently approach the optimal task
scheduling.

4.1. Sequential Structure

We first investigate the sequential structure, in which all tasks
are executed serially. Our objective is to minimize the total
execution time. As described in Section 3, one task can only
be assigned to one VM instance. If the task 𝑉𝑘 is scheduled
to type-𝑗 VM instance, 𝑠𝑘𝑗 = 1 and 𝑠𝑘𝑗′ = 0 (𝑗′ ∕= 𝑗). Thus,
the execution time of 𝑉𝑘 is given by

∑𝑁
𝑗=1 𝑠

𝑘
𝑗 𝑡

𝑘
𝑗 , which repre-

sents that the type-𝑗 VM instance takes 𝑡𝑘𝑗 to execute 𝑉𝑘 if 𝑉𝑘

is scheduled to the VM instance. Since all tasks are executed
serially in the sequential structure, the total execution time is
the sum of the execution time for each task. Therefore, the to-
tal execution time is given by 𝑇 𝑡𝑜𝑡

𝑠𝑒𝑞 =
∑𝐾

𝑘=1

∑𝑁
𝑗=1 𝑠

𝑘
𝑗 𝑡

𝑘
𝑗 . The

cost for processing 𝑉𝑘 is denoted by
∑𝑁

𝑗=1 𝑠
𝑘
𝑗 𝑝𝑗 . Thus, the

total resource cost for serving the multimedia application is
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𝐶𝑡𝑜𝑡
𝑠𝑒𝑞 =

∑𝐾
𝑘=1

∑𝑁
𝑗=1 𝑠

𝑘
𝑗 𝑝𝑗 . In addition, every task should be

assigned to one VM instance for execution. Thus, constraints∑𝑁
𝑗=1 𝑠

𝑘
𝑗 = 1 (𝑉𝑘 ∈ 𝕍) have to be satisfied. Based on the

above analysis, we can formulate the task schedule optimiza-
tion problem for the sequential structure as follows.

Minimize
{𝑠𝑘𝑗 }

∑𝐾
𝑘=1

∑𝑁
𝑗=1 𝑠

𝑘
𝑗 𝑡

𝑘
𝑗

subject to ∑𝐾
𝑘=1

∑𝑁
𝑗=1 𝑠

𝑘
𝑗 𝑝𝑗 ≤ 𝐶𝑢𝑝𝑝,∑𝑁

𝑗=1 𝑠
𝑘
𝑗 = 1,

𝑠𝑘𝑗 ∈ {0, 1}, 𝑉𝑘 ∈ 𝕍, ∀𝑗 = 1, . . . , 𝑁,

(1)

where 𝐶𝑢𝑝𝑝 is the upper bound of resource cost. The opti-
mization problem (1) is a 0-1 integer programming, which
can be solved by enumerating every possible 𝑠𝑘𝑗 . But the
time complexity of enumeration cannot satisfy the real-time
requirement for the practical application. Therefore, we pro-
pose a heuristic in Section 4.4 to efficiently solve problem (1).

4.2. Parallel Structure

In this subsection, we study the optimal task-level schedul-
ing for the parallel structure, in which all tasks can be exe-
cuted concurrently. Thus, the application can deploy different
tasks to different VMs for distributed processing. According
to Section 3, the execution time of 𝑉𝑘 is given by

∑𝑁
𝑗=1 𝑠

𝑘
𝑗 𝑡

𝑘
𝑗 .

The total execution time in the parallel structure depends on
the largest execution time among all tasks, which can be for-
mulated as 𝑇 𝑡𝑜𝑡

𝑝𝑎𝑟 = max{𝑉𝑘∈𝕍}{
∑𝑁

𝑗=1 𝑠
𝑘
𝑗 𝑡

𝑘
𝑗 }. The total re-

source cost is given by 𝐶𝑡𝑜𝑡
𝑝𝑎𝑟 =

∑𝐾
𝑘=1

∑𝑁
𝑗=1 𝑠

𝑘
𝑗 𝑝𝑗 . Addi-

tionally, constraints
∑𝑁

𝑗=1 𝑠
𝑘
𝑗 = 1 (𝑉𝑘 ∈ 𝕍) are required to

guarantee all tasks are executed. Therefore, the task schedule
optimization problem for the parallel structure can be formu-
lated as

Minimize
{𝑠𝑘𝑗 }

max{𝑉𝑘∈𝕍}{
∑𝑁

𝑗=1 𝑠
𝑘
𝑗 𝑡

𝑘
𝑗 }

subject to ∑𝐾
𝑘=1

∑𝑁
𝑗=1 𝑠

𝑘
𝑗 𝑝𝑗 ≤ 𝐶𝑢𝑝𝑝,∑𝑁

𝑗=1 𝑠
𝑘
𝑗 = 1,

𝑠𝑘𝑗 ∈ {0, 1}, 𝑉𝑘 ∈ 𝕍, ∀𝑗 = 1, . . . , 𝑁.

(2)

The optimization problem (2) is a 0-1 integer programming,
which can be solved by the enumeration method.

4.3. Mixed Structure

We extend our study to the mixed structure in this subsec-
tion. In the mixed structure, some tasks can be processed
in parallel, while some tasks must be executed serially. The
video retrieval framework in Fig. 1 is an example of mixed
structure. In the DAG of mixed structure, there are multi-
ple paths from source to sink. The tasks in each path must
be executed sequentially, while different paths can be taken

as parallel structures. Suppose that there are 𝑊 paths in
a DAG, and let Ψ𝑤 denote the set of vertices on the 𝑤th

path. The execution time of 𝑉𝑘 is given by
∑𝑁

𝑗=1 𝑠
𝑘
𝑗 𝑡

𝑘
𝑗 ,

and thus the execution time for Ψ𝑤 can be formulated as∑
𝑘∈Ψ𝑤

∑𝑁
𝑗=1 𝑠

𝑘
𝑗 𝑡

𝑘
𝑗 . Therefore, the total execution time is

𝑇 𝑡𝑜𝑡
𝑚𝑖𝑥 = max{𝑤∈𝑊}

{∑
𝑉𝑘∈Ψ𝑤

∑𝑁
𝑗=1 𝑠

𝑘
𝑗 𝑡

𝑘
𝑗

}
, which repre-

sents the largest execution time among all paths. The total
resource cost is 𝐶𝑡𝑜𝑡

𝑚𝑖𝑥 =
∑𝐾

𝑘=1

∑𝑁
𝑗=1 𝑠

𝑘
𝑗 𝑝𝑗 . Moreover, we

need to satisfy constraints
∑𝑁

𝑗=1 𝑠
𝑘
𝑗 = 1 (𝑉𝑘 ∈ 𝕍) to pro-

cess all tasks. Therefore, we can formulate the optimal task
schedule problem for the mixed structure as follows.

Minimize
{𝑠𝑘𝑗 }

max{𝑤∈𝑊}
{∑

𝑉𝑘∈Ψ𝑤

∑𝑁
𝑗=1 𝑠

𝑘
𝑗 𝑡

𝑘
𝑗

}
subject to ∑𝐾

𝑘=1

∑𝑁
𝑗=1 𝑠

𝑘
𝑗 𝑝𝑗 ≤ 𝐶𝑢𝑝𝑝,∑𝑁

𝑗=1 𝑠
𝑘
𝑗 = 1,

𝑠𝑘𝑗 ∈ {0, 1}, 𝑉𝑘 ∈ 𝕍,
∀𝑗 = 1, 2, . . . , 𝑁, ∀𝑤 = 1, 2, . . . ,𝑊.

(3)

The optimization problem (3) is a 0-1 integer programming.

4.4. Heuristic for Optimal Task Scheduling

The task schedule optimization problems (1), (2), and (3) are
all 0-1 integer programming, which is NP-complete [11]. By
exhaustively searching along both task dimension and VM di-
mension, the optimal solutions can be achieved. However,
simply using the enumeration method is quite inefficient, es-
pecially when the number of tasks is huge. Therefore, we
propose a heuristic to efficiently approach the optimal task
scheduling. The core of the heuristic is to find critical tasks
[12], which are on the longest path and determine the total ex-
ecution time. By speeding up the execution of critical tasks,
we can reduce the total execution time. The proposed heuris-
tic is presented in Algorithm 1.

5. PERFORMANCE EVALUATION

In this section, we perform experiments to evaluate the pro-
posed optimal task-level scheduling. Our experiments consist
of the numerical simulation and the practical multimedia ap-
plication.

We first verify the proposed task scheduling scheme in
the numerical simulation. Amazon EC2 [13] is Amazon’s
cloud computing platform allowing application providers to
rent VMs for services. To make our evaluation convincible,
we use price rates and VM configurations of Amazon EC2
in our simulation. Four types of VMs are provided, includ-
ing small, large, extra large standard instances, and medium
high-CPU instances. The detailed configuration and price rate
can be found from [13]. The number of tasks varies from 40
to 200 and the execution time of each task is Gaussian dis-
tributed with (𝜇 = 1.5, 𝜎2 = 0.5).

3773



Algorithm 1 Heuristic for Optimal Task Scheduling
1: Schedule each task to the cheapest VM and compute 𝐶𝑡𝑜𝑡

and 𝑇 𝑡𝑜𝑡. Let 𝜏𝑘 and 𝐶𝑘 denote current execution time
and resource cost for 𝑉𝑘, respectively.

2: If 𝐶𝑡𝑜𝑡 > 𝐶𝑢𝑝𝑝, no solution exists.
3: while 𝐶𝑡𝑜𝑡 < 𝐶𝑢𝑝𝑝, do
4: Calculate the earliest start time 𝑒𝑘 ← max{𝑒𝑘′

+
𝜏𝑘

′ ∣𝐸𝑘′𝑘 ∈ 𝔼}, and the latest start time 𝑙𝑘 ←
min{𝑙𝑘′′ − 𝜏𝑘

′′ ∣𝐸𝑘𝑘′′ ∈ 𝔼}. Moreover, initialize
𝑒1 ← 0. If 𝑒𝑘 = 𝑙𝑘, 𝑉𝑘 is a critical task.

5: for each critical task 𝑉𝑘, do
6: If 𝑡𝑘𝑗 < 𝜏𝑘, Δ𝑡𝑘𝑗 ← 𝜏𝑘− 𝑡𝑘𝑗 , Δ𝐶𝑘

𝑗 ← 𝑝𝑗−𝐶𝑘, 𝜌𝑘𝑗 ←
Δ𝑡𝑘𝑗
Δ𝐶𝑘

𝑗

, which represents that reschedule 𝑉𝑘 to type-𝑗

VM needs Δ𝐶𝑘
𝑗 more cost but saves Δ𝑡𝑘𝑗 time.

7: end for
8: Sort all 𝜌𝑘𝑗 in descending order.
9: Select maximal 𝜌𝑘𝑗 and reschedule 𝑉𝑘 to type-𝑗 VM.

10: Update 𝑇 𝑡𝑜𝑡 ← 𝑇 𝑡𝑜𝑡 − Δ𝑡𝑘𝑗 , 𝐶𝑡𝑜𝑡 ← 𝐶𝑡𝑜𝑡 + Δ𝐶𝑘
𝑗 ,

𝜏𝑘 ← 𝑡𝑘𝑗 , 𝐶𝑘 ← 𝑝𝑗 .
11: end while
12: return 𝑇 𝑡𝑜𝑡.

In the simulation, we compare the total execution time
among the proposed optimal task schedule scheme, in which
tasks are scheduled by solving optimization problems (1),
(2), and (3), the proposed heuristic in Algorithm 1, and the
static execution scheme, in which all tasks are executed on
the medium standard instance. The optimal task schedule
scheme is achieved by enumeration, which is globally opti-
mal benchmark but not efficient, while the proposed heuristic
is near optimal but lightweight and practical. The comparison
results of the total execution time for the sequential, the par-
allel, and the mixed structures are shown in Fig. 3(a), 3(b),
and 3(c), respectively. From comparison results, we can see
that the proposed optimal task schedule scheme can achieve
lower execution time compared to the proposed heuristic and
the static execution scheme under the same resource cost
constraint. Additionally, we can find that the total execution
time acquired by the proposed heuristic is quite close with the
globally optimal solution. Thus, the proposed heuristic can
approach the optimal task scheduling in an efficient way. The
static execution scheme employs one type of VM instance to
execute all tasks, thus the application cannot be effectively
processed in a distributed manner, leading to a longer execu-
tion time. Comparing Fig. 3(a), 3(b), and 3(c), we also find
that the total execution time in the mixed structure is longer
than that in the parallel structure but lower than that in the
sequential structure, which conforms Amdahl’s law [14] that
the speed-up of a program from parallelization is limited by
the sequential portion of the program. Since the sequential
structure has the largest sequential portion, the execution time
for the sequential structure is the longest.
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Fig. 3. Comparison results of the total execution time (a) for
sequential structure, (b) for parallel structure, (c) for mixed
structure, (d) for video retrieval framework.

Next, we evaluate the proposed heuristic for optimal task
scheduling by applying it to the video retrieval framework
[2]. All video queries and video database are from TRECVID
2009 search task [15]. Each video query is around 5 seconds.
VMs are supported by two servers (Intel i7 CPU 3.07GHz,
8G RAM, and 1T hard drive). The comparison of the total
execution time between the proposed heuristic and the static
execution scheme is shown in Fig. 3(d). From Fig. 3(d), we
can see that the proposed heuristic can process video queries
with lower execution time than the static scheme. When the
number of queries is 100, the proposed heuristic can reduce
the total execution time by 28% compared to the static execu-
tion scheme.

6. CONCLUSION

In this paper, we study the optimal task-level scheduling for
cloud based multimedia applications. We first introduce a
directed acyclic graph to characterize the precedence con-
straints among tasks. Based on the model, we optimize the
task scheduling for the sequential, the parallel, and the mixed
structures, respectively. For each structure, we investigate the
task schedule optimization problem to minimize the total exe-
cution time under the resource cost constraint. Moreover, we
propose a heuristic to efficiently approach the optimal task
scheduling in a practical way. Experimental results demon-
strate that the proposed task-level scheduling scheme can ef-
fectively match demands of multimedia tasks with resource
provisioning of VMs and achieve the minimal execution time
for cloud based multimedia applications.
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