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ABSTRACT

This paper presents a method for exploring and visualizing tag rela-
tionships in photo sharing websites based on distributional represen-
tations of tags. First, we find a representative distribution of a tag,
which is summarized by the mean and covariance, using features
of tagged photos. This distributional representation can jointly con-
sider the semantic meaning of tags and their abstraction levels. Then,
based on the representative distributions, we derive two kinds of se-
mantic measures on tag relationships. The extracted information is
visualized in a graphical network to facilitate the understanding of
tag usage. Experiments conducted using tagged photos collected
from Flickr show that our tag network is more coherent to human
cognition than other networks constructed by conventional methods.

Index Terms— tag relationship, knowledge extraction, visual-
ization, photo sharing websites

1. INTRODUCTION

Recent years have witnessed the remarkable growth in the popularity
of photo sharing websites: Flickr hosted over six billion photos on
August 2011, and uploads have been increasing 20% per year over
the last five years [1]. To efficiently manage a huge photo collection,
these websites provide functions that allow users to annotate their
uploaded photos with a set of keywords (called tags). Since tagging
is performed by quite a number of users in a flexible way, there might
be many tags that have the same or closely related meanings [2]. In
order to facilitate the understanding of tag usage in the photo col-
lection, exploring and visualizing semantic relationships between
tags have recently attracted much research attention [2—12]. Most
of the conventional methods represent each tag in a feature space
as a single vector to measure inter-tag relatedness [8—12]. How-
ever, the vector-based representation cannot include information as
to whether each tag has abstract or specific meanings. If the se-
mantics of a tag are represented by a distribution with mean and
covariance information, semantic relatedness between tags can be
measured more accurately [13].

In this paper, we show how to explore semantic relationships
between tags based on distributional representations of tags. In the
proposed method, we find a representative distribution of each tag
in a latent space estimated by using features from tagged photos.
Since the distribution is summarized by the mean and covariance, we
can implicitly represent not only semantic meaning of tags but also
their abstraction levels. Based on the representative distributions,
we derive two kinds of measures: the semantic relatedness between
tags and the abstraction level of each tag. The two kinds of mea-
sures are effectively visualized in a novel graphical network. Exper-
iments conducted on tagged photos collected from Flickr show that

3617

the tag network discovered by the proposed method is more coherent
to human cognition than other networks constructed by conventional
methods. The main contributions of this paper are two-fold: (i) our
method can consider the abstraction levels for measuring semantic
relatedness between tags by determining a representative distribution
for each tag; and (ii) we visualize tag relationships by a novel graph-
ical network that simultaneously shows the two kinds of measures:
the abstraction levels of tags (as nodes) and the semantic relatedness
between tags (as edges).

2. RELATION TO PRIOR WORK

Many methods so far have studied tag relationships in photo collec-
tions based on tag co-occurrence probabilities [2,4—7]. On the other
hand, to capture the semantic context of tags, some methods exploit
tag co-occurrence vectors that reflect how many tags appear in the
neighborhood of both tags [§-11]. This approach tends to obtain
better results than the approach using only tag co-occurrence proba-
bilities. In addition to these textual features, our previous work [12]
considers that visual features are also effective cues to analyze se-
mantic relationships, especially in a photo collection. Experimental
results [12] showed that the collaborative use of tag co-occurrence
vectors and visual feature vectors can improve the performance of
measures on tag relationships over conventional methods that exploit
single modality only. A common approach of our previous work and
the conventional methods is that each tag is first represented as a
single feature vector, and then the similarity between the vectors is
computed as semantic relatedness between the tags. However, the
vector representation cannot distinguish tags of different abstraction
levels (for example, abstract or specific). The difference of abstrac-
tion level has shown effectiveness for measuring semantic related-
ness in natural language processing research [14]. Thus, if a tag is
modeled as one distribution with mean and covariance information,
performance improvement of exploring tag relationships can be ex-
pected. This is the motivation of this paper.

The difference between our method and the conventional meth-
ods is not only how to explore tag relationships but also how to vi-
sualize them. The conventional methods mainly focus on display-
ing the calculated semantic relatedness between tags [2,7,8,10,11].
However, we consider that the abstraction level of a tag within the
photo collection is important for effective tag-based photo search.
Thus, in this paper, we simultaneously show the abstraction level of
each tag and the semantic relatedness between tags as node weights
and edge weights, respectively.

3. EXPLORING AND VISUALIZING TAG
RELATIONSHIPS

This section presents a method for exploring and visualizing tag re-
lationships in photo sharing websites based on distributional repre-
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Fig. 1. An overview of the proposed method.

sentations of tags. An overview of the proposed method is shown
in Fig. 1. As shown, we first extract tag co-occurrence vectors and
visual feature vectors from all tagged photos and project them to
a latent space (See 3.1). In the latent space, for each tag, we find a
representative distribution with the mean and covariance information
(See 3.2). By comparing the difference between the calculated dis-
tributions, we quantify two kinds of measures: semantic relatedness
between tags and abstraction levels of tags. Finally, the extracted
information is visualized in a novel graphical network (See 3.3).

3.1. Projecting features of tagged photos

Our previous work [12] showed that the collaborative use of tag co-
occurrences and visual features can represent tag semantics better
than the use of single modality in a photo collection. This paper
also uses the two kinds of modalities to explore tag relationships.
Given a tagged photo [; (i = 1,2,---,N, where N is the number
of photos ), we first extract its d,-dimensional visual feature vector
x; = [Xi1, X, o0 xide]T and d,-dimensional tag co-occurrence vec-
tor y; = [yi1,Yizs - ,y,»,d‘_]T. A pair {x;,y;} is regarded as a sample
in the proposed method. To discover the common underlying fea-
tures on the different modalities, we use canonical correlation analy-
sis (CCA) [15]. Specifically, under the probabilistic interpretation of
CCA [16], we assume that features x and y are generated from the
same latent variables z. According to [16], the posterior probability
of the latent variables z given x; and y; follows a normal distribu-
tion whose mean and variance are calculated by using the following

equations:
m; = E(zlx;, ;)
M,\'[ A-A>)"  —d-A>)A\UT(x; - %)
= (M) (—(I—AZ)*A (- A% )(UJm—y))’ M
Si = var(zlx;, y:)

. T@- A
M) \—a-aA)T'A

where A is a diagonal matrix including the first ¢ (1 < ¢ < min{d,, d,})
canonical correlations, U, € R%*¢ and U, e R%*4 are projection ma-
trices obtained by CCA, and M, and M, are arbitrary (g xg) matrices
with spectral norms smaller than one, such that M,M, = A.

T A2)-1
(I-A2 A)(Mx) 2

a-A»" \m,/

3.2. Finding representative distributions of tags

Lett; (j=1,2,---, K, K is the number of tags) be a tag in the target
photo collections and Q; be a set of indexes of samples correspond-
ing to ¢;. In this subsection, we show how to find a representative
distribution for each tag ¢; using the sample set Q;. The i-th sample
{x;,y;} can be represented as a normal distribution whose parame-
ters are calculated by Eqs. (1) and (2) in the latent space. Using
Kullback-Leibler (KL) divergence as the distance measure between
projected samples, we find the representative distribution with the
mean and covariance )2y by solving the following minimization
problem:

p(zlp;, X)) = arg P

i

min " Dy (p(ami, S)lp(zl, 2. (3)
€Q;
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Note that the KL divergence between two normal distributions
p(zlm,S) and p(z|u, X) can be written as follows:

Dy (p(zlm, S)|Ip(zlp, )

= %{ —g+tr(SZY) —1log|SZ7! + (m — )" (m —y)}

- %{B(S,E) + My (m, ,1)}, @

where B(S,X) = tr(SE™') — log|SE~!| — ¢ is the Burg matrix diver-
gence and My_i(m,u) = (m — p)"L~'(m — p) is the Mahalanobis
distance parameterized by the covariance matrix X. By using Eq.
(4), the problem of finding the optimal representative distribution in
set {p(zlm;, S;), i € Q;} can be rewritten as follows [17]:

1 1
* ¥ = in — —{BSi,Z- + My (m, } 5
p(zlp}, X7) afgm?u}ig,)lfz,-l;}fz (Sis 2j) + My (mi, p1) . (5)

The second term can be viewed as minimizing the Bregman informa-
tion [18] with respect to some fixed Mahalanobis distance. Accord-
ing to principle in Bregman clustering, this has a unique minimizer
as follows [17]:

1
Co= o m 6
% IleiEZQI ©)
1
o= NS memmew 0
J i€Q;

Thus, the representative distribution for tag f; can be represented by
a normal distribution parameterized by H; and . This modeling
of a tag can include both the mean and covariance information of
the samples, which differs from the conventional vector-based tag
representation [8—12].

3.3. Visualizing tag relationships based on semantic measures

Based on the distributional representations of tags, we derive two
kinds of semantic measures: (1) semantic relatedness between tags
and (2) abstraction levels of tags. We describe the details of the mea-
sures below.

1) Semantic relatedness between tags:

For measuring semantic relatedness from tag ¢; to tag #; (I # j), we
calculate the KL divergence between their representative distribu-
tions as follows:

dist(tjllty) = Do (p(zlp, ZDlIp(zlpy, X)) ®)

By using the KL divergence, we can consider both of the mean and
scatter information for distribution differences [13]. Specifically, it
can be expected that tags that not always co-occur but belong to
the same category are effectively considered as related tags. Al-
though the KL divergence is not a symmetric distance measure, its
effectiveness on measuring similarities of distributions has been val-
idated in several research fields [19, 20]. When considering both
sides of the divergence, we can use Jensen-Shannon (JS) divergence
as follows [19,21]:

1
dist(tj, ;) = z{disz(tjntl) + dist(t]t;)}. )
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Fig. 2. Tag network constructed by the proposed method. Each node

represents a tag and each edge between tags represents the strong

semantic relatedness (only the top 1% edges are shown for easier viewing). Node color indicates the abstraction levels, which are set

according to the color bar in the right side.

If dist(t;, 1;) is small, then it means that tags ¢; and ¢; are semantically
related.

2) Abstraction levels of tags:

‘We assume that if a tag’s samples are widely distributed in the latent
space, then the tag has general and abstract meanings in the photo
collection. Based on this assumption, we define the measure on ab-
straction levels of tags as follows:

o)) = {q +log(n % (10)

This equation corresponds to the entropy of the representative distri-
bution for tag #;. A small ®(¢;) means that samples corresponding to
tag #; are closely distributed to the centroid of those samples. On the
other hand, a large ®(;) means tag t; is more abstract due to having
several meanings. By monitoring the obtained scores, we can com-
pare two tags in terms of abstraction levels and distinguish highly
abstract tags and highly specific tags.

Finally, the calculated two kinds of semantic measures are rep-
resented as a graph G = (V, E), where nodesv; € V (j = 1,2,--- ,K)
correspond to tag t;, and the edges e(v;,v) € E (j,l = 1,2,--- ,K)
indicate the semantic relationships between tags ¢; and #,. In graph
G, we provide the semantic relatedness dist(t;, ;) as the weight of
edge e(v;,v;), and the abstraction level ®(t;) as the weight of node
v;. Due to the nature of tagging [22], there may be a number of syn-
tactic variations such as misspellings (e.g., “catarog”, catalog) and
the use of plural or singular forms (e.g., building, buildings). In or-
der to remove syntactic variations in the visualization, we employ the
normalized Levenshtein distance [10] as a string similarity metric. If
the edge e(v;, v;) has high semantic relatedness with low normalized
Levenshtein distance, then the edge is removed from the network
and the corresponding nodes v; and v, are integrated for easier view-
ing. The constructed network can facilitate the understanding of tag
usage in a photo collection.

4. EXPERIMENTS AND VISUALIZATIONS

In this section, we show experimental results to verify the effective-
ness of the proposed method. Our experiments are conducted on
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Table 1. Results of measuring abstraction levels of tags, in which
the top 12 abstract and the top 12 specific tags are shown. Some
specific tags are explained in italics.

Top Abstract Tags Rank Top Specific Tags
goldenphotographer 1 origami (paper art)
goldenglobe 2 bento (Iunch box in Japanese)
experiment 3 dragoncon (cosplay event)
pictureperfect 4 blythe (fashion doll)
thebestofday 5 neko (cats in Japanese)

gt 6 gatos (cats in Spanish)
digitalcameraclub 7 bestofcats

multimegashot 8 secondlife (virtual world)
isawyoufirst 9 squirrel

sensational 10 tabby

international 11 crochet

proudshopper 12 katze (cats in German)

a MIRFLICKR-1M dataset [23], which contains 1,000,000 tagged
photos collected from Flickr. All tags that are used by less than 50
users or whose samples are less than 700 have been filtered, and the
remaining 1,915 tags are used for performance evaluation. In the ex-
periments, we use 3,575-dimensional tag co-occurrence vectors and
2,986-dimensional visual feature vectors based on RGB-SIFT [24].
We extract the tag relationships by the proposed method from the
dataset and depict the network by using NetDraw [25]. Since it is
difficult to show the whole network, we show only the top 1% of
strongest relatedness as edges for easier viewing. The depicted net-
work is shown in Fig. 2, where node colors are set according to node
weights by using the color bar shown in the right side. Red nodes
indicate the corresponding tags are at high levels of abstraction (i.e.,
abstract tags), whereas blue nodes indicate the corresponding tags
are at lower levels of abstraction (i.e., specific tags). In the enlarged
parts of Fig. 2, we can find that tags such as “photo” and “picture” are
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Table 2. User assessments of the semantic relatedness measured by
the proposed method and the conventional method.

Proposed method Conventional method [11]

Tag pair Score Tag pair Score
newyork - nyc 4.78 aircraft - plane 4.64
35mm - film 4.77 election - president 4.58
blackwhite - bw 4.69 aviation - aircraft 4.56
ocean - sea 4.61 fantastic - stunning 4.54
boy - child 4.54 fantastic - excellent 4.53

plants - garden 4.52 stunning - gorgeous 4.49
0 0 i 0

365days - me 3.89 do - janeiro 3.78

photomatix - hdr | 3.84 delete - 10 3.73

considered as highly abstract tags. On the other hand, tags such as
“squirrel” and “chocolate” are considered to have relatively specific
meanings. In the following subsections, we evaluate our network in
terms of abstraction levels used as node weights (see 4.1) and se-
mantic relatedness used as edge weights (see 4.2), respectively.

4.1. Evaluation of abstraction levels

First, we investigate what kinds of tags are assumed to be abstract
or specific tags by the proposed method. Table 1 lists the top 12
abstract tags and the top 12 specific tags based on abstraction levels
measured by the proposed method. In this table, we can find that the
top specific tags actually represent specific objects, scenes, or activ-
ities, while the top abstract tags represent opinions or impressions.

To quantitatively evaluate the performance, we manually divide
all tags into objects, scenes, activities, and others in the same way
as conventional works [3,12]. As an evaluation metric, we calculate
the precision obtained as the top m specific tags as follows:

#tags divided into either of objects, scenes, or activities

P@m

the top specific m tags estimated by the method an
If P@m approaches 1, it means the method can accurately locate
the specific tags in the lower levels. We also apply conventional
methods that estimate abstraction levels of tags in the photo collec-
tion [3, 4, 12] for performance comparison. The results are shown
in Fig 3. As shown in this figure, the proposed method can place
the tags representing objects, scenes, or activities in a lower abstrac-
tion level than other methods. These abstraction levels are implicitly
considered for measuring semantic relatedness between tags as co-
variance information.

4.2. Evaluation of semantic relatedness

‘We now evaluate semantic relatedness between tags which are com-
puted as edge weights of the network. It is a non-trivial task to
quantitatively evaluate the results of semantic relatedness between
tags due to the lack of ground truth. One obvious metric for eval-
uating extracted knowledge is its correspondence with human judg-
ment [26]. For subjective evaluation, we present 32 users a list of
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the top 100 related tag pairs calculated by each method. For each tag
pair, the user is required to give a score ranging from 1 (“unrelated”)
to 5 (“highly related”) according to their knowledge. Note that we
inject 10 pairs with appropriate scores into the list in order to dis-
card poor-quality judgment. The mean of the scores from all users is
considered as the “user score” for the tag pair. Table 2 shows some
of the pairs extracted by the proposed method and the conventional
method [11]. Furthermore, we average user scores provided for the
top 100 tag pairs extracted by each method. The average scores of
different methods are shown in Fig. 4, where our method obtains the
best user scores.

For more extensive experiments, we use WordNet [27] as ground
truth. Although WordNet only contains a small portion of the tags
that are used in Flickr, it can be a reasonable benchmark based on
human cognition. The number of tag pairs used in this experiment is
41,690. We sort the tag pairs according to the semantic relatedness
for each method and compare their rankings with WordNet rankings
by using the Spearman’s correlation coefficients. If the two rank-
ings are exactly same, the coefficient between these two rankings is
1. The calculated Spearman’s correlation coeflicients are shown in
Fig. 5. From this comparison, we can find that our method out-
performs conventional methods in measuring semantic relatedness.
This improvement is based on the distributional representation of
tags, which can jointly consider the mean and covariance informa-
tion. In future work, we will conduct more experiments based on a
larger dataset.

5. CONCLUSIONS AND FUTURE WORK

In this paper, we present a method for exploring tag relationships
in photo sharing websites based on distributional representations of
tags. The extracted relationships are visualized in a novel graphical
network. Experiments conducted on one million tagged photos col-
lected from Flickr show that tag network discovered by the proposed
method is more coherent to human cognition than other networks
constructed by conventional methods. In future work, we will in-
vestigate tag ambiguity by assigning more than two representative
distributions to a single tag. Furthermore, we will apply the tag net-
work to tag recommendation and photo search.
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