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ABSTRACT

Classification of varying length sequences using support vec-
tor machine (SVM) requires a suitable kernel that measures
the similarity between a pair of sequences. In this paper we
propose a novel approach to design a pyramid match ker-
nel (PMK) using hidden Markov model. We study the per-
formance of the SVM-based classifiers using the proposed
PMK for recognition of isolated utterances of E-set in En-
glish alphabet and recognition of consonant-vowel segments
of speech in Hindi and compare with that of the SVM-based
classifiers using score-space kernels and alignments kernels.

Index Terms— varying length sequences, pyramid match
kernel, support vector machine, speech recognition.

1. INTRODUCTION

Classification of varying length sequences of feature vectors
using support vector machines (SVMs) requires design of a
suitable kernel as a measure of similarity between a pair of
sequences. The score-space kernels [1, 2] and alignment ker-
nels [3–6] are the commonly used kernels. In this paper,
we propose a novel approach to design pyramid match ker-
nel (PMK) for sequences of feature vectors. In [7, 8], the
PMK-based SVM is used for classification of varying length
patterns represented as sets of feature vectors. Computation
of PMK involves mapping each set of feature vectors onto a
multi-resolution histogram pyramid. The Gaussian mixture
model (GMM) based PMK in [8] is computed using a pyra-
mid that consists of J+1 levels. The pyramid is constructed
using a bj-component class-independent GMM (CIGMM) at
level j, with j=0, 1, 2, . . . , J . The CIGMM at level j is used
to obtain a bj-dimensional histogram vector representation of
the input set of feature vectors. An element of the histogram
vector corresponds to the effective number of feature vectors
belonging to a component of the CIGMM. An histogram in-
tersection function is used to compute the number of matches
between a pair of histogram vectors corresponding to a pair
of sets of feature vectors at each level. The PMK between a
pair of examples is computed as a weighted sum of number of
new matches at different levels of pyramid. The GMM-based
PMK considered in [8] is not suitable for sequences of fea-

ture vectors because it does not use the sequence information
while matching patterns. In this paper, we propose to design
hidden Markov model (HMM) based PMK for sequences of
feature vectors using continuous density HMMs (CDHMMs).
In the HMM-based PMK, the pyramid is constructed using
an N -state, left-to-right class-independent HMM (CIHMM)
at each level. A bj-component GMM is used for each state in
the CIHMM at level j. A sequence of feature vectors is rep-
resented at level j by N histogram vectors with bj elements
in each vector. An element of a histogram vector corresponds
to the effective number of feature vectors belonging to a com-
ponent of the GMM of a state. The HMM-based PMK is
constructed by matching the N histogram vector representa-
tions corresponding to a pair of sequences of feature vectors
at consecutive levels of the pyramid. Our studies demonstrate
the potential of the HMM-based PMK for classification of se-
quences of feature vectors using SVMs.

In Section 2, a review of kernels for sequences of feature
vectors is presented. The proposed HMM-based PMK for se-
quences of feature vectors is described in Section 3. In Sec-
tion 4, we present our studies. The conclusion is presented in
Section 5.

2. KERNELS FOR SEQUENTIAL PATTERNS

In this section, we review the approaches to design kernels for
varying length sequences. Score space kernels such as Fisher
kernel (FK) [1] and likelihood ratio kernel (LRK) [2] for se-
quential patterns use a HMM for mapping a sequence onto a
Fisher score-space. In FK, the Fisher score-space for a class
is obtained using the first order derivatives of the log likeli-
hood output of HMM for that class with respect to the HMM
parameters. In LRK, the Fisher score-space corresponds to
likelihood ratio score-space and is obtained by the first order
derivatives of the ratio of the log likelihood outputs of HMMs
for a pair of classes with respect to the HMM parameters.

Probability product kernel [9] for a pair of varying length
sequences is computed by matching the distributions derived
from the sequences. Each sequence is represented by a HMM
and the probability product kernel is obtained by kerneliz-
ing the Kullback-Leibler (KL) divergence between the two
HMMs.
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The alignment kernels such as dynamic time warping ker-
nel (DTWK) [3], dynamic time alignment kernel (DTAK) [4],
global alignment kernel (GAK) [5] and triangular global
alignment kernel (TGAK) [6] compute a kernel between a
pair of sequences in a parametric vector space using the dy-
namic time warping (DTW) method. The DTWK is obtained
by exponentiating the DTW distance between the sequences.
The DTAK is obtained by using the DTW distance in the
Gaussian kernel feature space. The DTWK and DTAK are
shown to be positive definite kernels only under some fa-
vorable conditions [5, 6]. The GAK considers the sum of
all possible alignment scores in the Gaussian kernel feature
space. The TGAK is an extension to the GAK to perform
faster computation of kernel. Both GAK and TGAK are
shown to be positive definite kernels [5,6]. In our studies, we
compare the performance of the proposed HMM-based PMK
with the performance of kernels reviewed in this section.

3. HMM-BASED PYRAMID MATCH KERNEL

In designing the pyramid matching kernel (PMK) in [7], an
example represented as a set of feature vectors is mapped
onto a multi-resolution histogram pyramid. The histogram
at a level is computed by binning the feature vectors of an ex-
ample into discrete regions [7]. In [8], the class-independent
GMMs (CIGMMs) built with increasingly larger number of
components are used to construct the histograms at differ-
ent levels. At level j, a CIGMM of bj components is built
using the feature vectors in the training examples of all the
classes. The assignment of a feature vector of an example to
components follows the soft assignment technique. For a set
of feature vectors, X = {x1,x2, . . . ,xT }, a bj-dimensional
histogram vector at the jth level is formed using the bj com-
ponents of CIGMM at that level. An element in the histogram
vector corresponds to the effective number of feature vectors
from X assigned to a component. An histogram intersection
function [10] is then used to compute the number of matches
between a pair of histogram vectors corresponding to a pair
of examples Xm and Xn at each level. The matching is a
hierarchical process from the bottom of the pyramid to the
top of the pyramid. The number of new matches at a level is
calculated by computing the difference between the number
of matches at that level and the number of matches at its im-
mediately higher level. The number of new matches at each
level is weighted according to the number of components of
CIGMM at that level. The GMM-based PMK between a pair
of examples is computed as a weighted sum of the number of
new matches at different levels of pyramid.

As the GMM-based PMK does not use the sequence in-
formation in matching the examples, it is not suitable for
sequential patterns. In the proposed approach to computa-
tion of HMM-based PMK for sequential patterns, we use
class-independent HMMs with increasingly larger number of
components in the state-specific GMMs to construct the his-

tograms at different levels. In acoustic modeling of subword
units of speech such as phonemes, triphones and syllables us-
ing HMMs, a state is associated with an acoustic event. The
number of events in different classes for a type of subword
unit is the same. We propose to build a class-independent
HMM (CIHMM) with the same number of states at each
level of pyramid used to construct the HMM-based PMK.
At different levels of pyramid, the number of components
in state-specific GMMs is different. A CIHMM, λ, is an
N -state, left-to-right, continuous density HMM with state-
specific GMMs. The CIHMM at level j, λj , is built using
the sequences of feature vectors corresponding to the training
examples of all the classes. The CIHMMs are used only for
matching the sequences to compute the kernel.

The effective number of feature vectors from a sequence
X = (x1,x2, . . .xT ) assigned to the qth component in the
GMM of ith state of λj is obtained using the responsibility
term and it is given by

Riq(xt|X, λj) = γjit γjiq(xt) (1)

Here the term γjit is the probability of being in state i at time
t given X and λj . The term γjit can be computed using the
parameters of λj [11]. The term γjiq(xt) is the probability
that a feature vector xt is generated by the component q of
GMM of state i in λj . For a sequence of feature vectors X,
the effective number of feature vectors, hjiq , assigned to a
component q of state i in λj is given by

hjiq(X) =

T
∑

t=1

Riq(xt|X, λj) (2)

Let J + 1 be the number of levels in the multi-resolution
histogram pyramid. At the top level (j=0), a CIHMM with a
single component state-specific GMM is built using the train-
ing data of all the classes. At level j, a CIHMM with bj num-
ber of components in each state-specific GMM is built using
the training data of all the classes. The process of constructing
histogram vectors at different levels of pyramid for a sequence
of feature vectors, X, is illustrated in Figure 1. Let hji(Xm)
and hji(Xn) be the bj-dimensional histogram vectors corre-
sponding to a pair of sequences Xm and Xn at the jth level
for the ith state formed using bj components of GMM Ψji.
The qth elements in the histogram vectors, hjiq(Xm) and
hjiq(Xn), correspond to the effective number of feature vec-
tors from Xm and Xn respectively assigned to the qth com-
ponent in ith state at jth level, and are computed using (2).
The effective number of matches in the qth component of Ψji

is given by the histogram intersection function [10], defined
as follows:

sjiq = min
(

hjiq(Xm), hjiq(Xn)
)

(3)

Total number of matches in state i at level j is obtained as

Sji =
bj
∑

q=1

sjiq (4)
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Fig. 1. Illustration of construction of histogram vectors at
different levels of pyramid for a sequence of feature vectors
X. The values of J and b are 2 and 2 respectively. A 3-state
left-to-right CIHMM with 2j-component GMM for each state
is used at each level j.

The effective number of new matches in state i at level j is
calculated as

Gji = Sji − S(j+1)i (5)

At the bottom most level (j=J), GJi = SJi. The total number
of new matches in all the states at level j is computed as

Mj =
N
∑

i=1

Gji (6)

The HMM-based PMK for Xm and Xn is now computed as:

KPMK(Xm,Xn) =

J
∑

j=0

wjMj (7)

The weight at level j is considered as wj = 1
2J−j . The proof

for the HMM-based PMK as positive definite kernel is ex-
cluded due to the limitation of pages.

4. EXPERIMENTAL STUDIES ON SPEECH
RECOGNITION

The proposed HMM-based PMK (HMMPMK) is used in
building the SVM-based classifiers for recognition of isolated
utterances of the E-set of English alphabet and recognition
of consonant-vowel (CV) segments of continuous speech in
Hindi. Mel frequency cepstral coefficients (MFCC) are used
as features. A frame size of 20 ms and a shift of 10 ms are

used for feature extraction from the speech signal of an ut-
terance. Every frame is represented using a 39-dimensional
feature vector. Here, the first 12 features are Mel frequency
cepstral coefficients and the 13th feature is log energy. The
remaining 26 features are the delta and acceleration coeffi-
cients. The Oregon Graduate Institute (OGI) spoken letter
database is used in the study on recognition of E-set [12].
The E-set includes the 9 letters: B, C, D, E, G, P, T, V, and
Z. The training and test sets include 240 and 60 utterances
for each letter respectively. The E-set recognition accuracy
is presented as the classification accuracy obtained for 540
test examples. The continuous speech corpus of broadcast
news in Hindi [13] is used for the study on recognition of CV
segments. We considered 103 CV classes [13] and the data
set consists of total 24,324 CV segments. The CV segment
recognition accuracy presented is the average classification
accuracy along with 95% confidence interval obtained for
5-fold stratified cross-validation.

In our studies, the SVMs using the proposed HMMPMK
are built using different values for N corresponding to the
number of states in CIHMM, J corresponding to the number
of levels in the histogram pyramid and the branching factor b.
Parameters of CIHMMs are estimated using maximum likeli-
hood (ML) method. Diagonal covariance matrices are consid-
ered for the GMM of each state. We consider LIBSVM [14]
tool to build the SVM classifiers. The one-against-rest ap-
proach is considered for multi-class pattern classification task.
The value of trade-off parameter C in SVM is chosen empir-
ically as 10. The classification accuracies for the HMMPMK
based SVMs for E-set recognition are given in Table 1. It
is seen that the HMMPMK constructed using the CIHMMs
for N=5, J=4 and b=3 gives the best performance of 94.81%.
The classification accuracies with 95% confidence interval for
CV segment recognition are given in Table 2. It is seen that
the HMMPMK constructed using the CIHMMs for N=6, J=5
and b=3 gives the best performance of 56.91%.

Table 1. Classification accuracy (in %), of the SVM clas-
sifiers using HMMPMK for E-set recognition for different
values of N , J and b. QJi indicates the number of GMM
components in each state at bottom most level.

N=5 N=6
J b QJi Accuracy J b QJi Accuracy

5 2 32 92.41 5 2 32 89.48
6 2 64 92.59 6 2 64 91.84
4 3 81 94.81 4 3 81 92.18
3 4 64 92.59 3 4 64 91.84

Tabel 3 compares the accuracies of E-set recognition
obtained using the continuous density HMM (CDHMM)
based system and SVM-based classifiers using Fisher kernel
(FK), likelihood ratio kernel (LRK), discrete time warping
kernel (DTWK), dynamic time alignment kernel (DTAK),
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Table 2. Classification accuracy (in %), estimated at 95%
confidence interval, of the SVM classifiers using HMMPMK
for CV segment recognition for different values of N , J and
b. QJi indicates the number of GMM components in each
state at bottom most level.

N=5 N=6
J b QJi Accuracy J b QJi Accuracy

7 2 128 53.91±0.86 7 2 128 54.89±0.85
8 2 256 55.33±0.82 8 2 256 56.23±0.84
5 3 243 55.12±0.85 5 3 243 56.91±0.81
4 4 256 55.33±0.82 4 4 256 56.23±0.84
3 5 125 53.53±0.91 3 5 125 54.36±0.92

global alignment kernel (GAK), triangular alignment ker-
nel (TGAK) and the proposed HMMPMK. The parameters
of CDHMM built for each class are estimated using ML
method. For CDHMM-based classifier, we consider diagonal
covariance matrices for the GMMs at each state. The accu-
racies of CDHMM based system are observed for different
values of N corresponding to the number of states and Q

corresponding to the number of GMM components for each
state. The FK and LRK are computed using CDHMMs for
each class with the different values of N and Q. The DTWK,
DTAK and GAK are computed for different values of the
parameter σ [6]. The TGAK is computed for different values
of parameters σ and R [6] (notation R is similar to T in [6]).
The probability product kernel is not considered in our study.
The reason is that, in tasks such as E-set recognition and CV
unit recognition, patterns are extracted from short duration
(200 to 500 milliseconds) segments of speech and building
a HMM for each example is difficult. We have considered
the one-against-one approach for 9-class E-set recognition
task using LRK based SVM, as LRK is computed for every
pair of classes. For SVMs using other kernels, we considered
the one-against-rest approach. The best accuracies and the
corresponding values of parameters are given in Table 3.

Table 3. Comparison of classification accuracy (in %), of
the CDHMM-based systems and SVM classifiers using score-
spce kernels, alignment kernels and HMMPMK for E-set
recognition task.

Classification model (N ,Q)/(σ,R)/(N ,J ,b) Accuracy

CDHMM (12,2) 90.30

FK (12,2) 91.57
LRK (12,2) 95.00

SVM DTWK (1000,-) 85.37
using DTAK (15,-) 87.11

GAK (20,-) 87.41
TGAK (45,0.5) 87.30
HMMPMK (5,5,3) 94.81

Tabel 4 compares the best observed accuracies of CV seg-
ment recognition obtained using the CDHMM-based system
and SVM-based classifiers using FK, DTWK, DTAK, GAK,
TGAK and the HMMPMK. We have not considered LRK
based SVM for the CV segment recognition task. Because,
for 103 CV classes, it leads to 10712 pairs of classes and gen-
erating such a large number of LRKs is computationally in-
tensive.

Table 4. Comparison of classification accuracy (in %), es-
timated at 95% confidence interval, of the CDHMM-based
systems and SVM classifiers using score-space kernels, align-
ment kernels and HMMPMK for CV segment recognition.

Classification model (N ,Q)/(σ,R)/(N ,J ,b) Accuracy

CDHMM (5,3) 48.87±0.77

FK (5,3) 52.58±0.86
DTWK (1000,-) 52.51±0.79

SVM DTAK (15,-) 54.10±0.89
using GAK (20,-) 54.76±0.85

TGAK (25, 0.5) 54.77±0.87
HMMPMK (6,6,3) 56.91±0.81

It is seen that performance of the SVM classifiers is bet-
ter than that of the CDHMM-based systems. This is mainly
because the CDHMM-based classifier is trained using a non-
discriminative learning based technique, where as the SVM
classifier is built using a discriminative learning based tech-
nique. It is also seen that the performance of SVM classifiers
using the proposed HMMPMK is significantly better than that
of the SVM classifiers using FK and alignment kernels for
both E-set recognition and CV segment recognition. For the
E-set recognition, the SVM using the proposed HMMPMK
performed close to SVM using the LRK.

5. CONCLUSIONS

In this paper, we proposed an approach to compute the pyra-
mid match kernel for sequences of feature vectors. We pro-
posed to use class-independent CDHMMs with increasingly
large number of components in the state-specific GMMs to
construct the pyramid. Results of studies on recognition of
isolated utterances of letters in E-set of English alphabet and
recognition of CV segments from continuous speech cor-
pus of Hindi demonstrate the effectiveness of the proposed
HMM-based pyramid match kernel in building the SVM clas-
sifiers for sequential pattern classification. These classifiers
can be used to build the acoustic models for subword units of
speech such as triphones and syllables in developing a contin-
uous speech recognition system. For the speech classes where
the number of acoustic events is different, the class-specific
CDHMMs with increasingly large number of components in
the state-specific GMMs can be used to compute the PMK
for that class.
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