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ABSTRACT 

 

The use of cepstral coefficients derived from a filter bank with 

logarithmically spaced band center frequencies and Gaussian 

mixture models (GMMs) with quantized parameters (qGMMs) are 

proposed for accelerometer-based activity recognition of mobile 

phone users. The use of a filter bank with logarithmically spaced 

band center frequencies is shown to yield better results than the use 

of a filter bank with linear spacing between band center 

frequencies. GMMs and qGMMs are shown to achieve similar 

recognition accuracies. However, the computation time using 

qGMMs is shown to be either at the same level or faster when 

compared to GMMs, depending on model complexity. Using the 

proposed approach, we achieve an accuracy of 72.6% and 91.3% 

on two recognition tasks with seven and five activities, 

respectively.  

 
Index Terms— Physical activity recognition, Gaussian 

mixture model with quantized parameters, mobile phone 

 
1. INTRODUCTION 

 
Various sensors such as the microphone, accelerometer, 

magnetometer and gyroscope are nowadays common in mobile 

phones. This creates a possibility to develop algorithms which 

process the sensor data to produce, for example, inferences on the 

user activity. Previously, the availability of some of the sensors 

was limited to only the higher end smart phones. Currently, sensors 

are becoming common in the cheaper category phones as well. 

Mobile phone based activity recognition applications are thus 

becoming available for a larger audience.  

The lower end phones are characterized by limited amounts of 

memory and computing capacity making the development of low-

complexity and scalable algorithms for sensor data processing 

essential. In addition, many of the use cases for mobile sensing, 

such as automatic status updates to social networking services 

([1]), should be running continuously in the background with 

minimal power consumption.  

In this paper, we present our system for accelerometer-based 

user activity recognition running on mobile phones. The paper is 

organized as follows. In section 2, we describe earlier work 

relevant to this paper. In section 3, we describe the data that was 

used to train and test the system. Sections 4 and 5 describe the 

cepstral features and Gaussian mixture models (GMMs) with 

quantized parameters (qGMMs) used in the system, respectively. 

In section 6, we present experiments which investigate the 

accuracy and computational complexity of the system. Finally, we 

present our conclusions in section 7. 

 

2. RELATED WORK 

 

Over the past years, many different approaches to physical activity 

recognition using accelerometer data have been proposed. For the 

features, a common choice is either time domain features or a 

combination of time and frequency domain features [1]-[7]. 

Various classifiers, such as k-nearest neighbor (k-NN), support 

vector machines (SVM), logistic regression, decision trees and 

GMMs have been used in combination with the time and frequency 

domain features [1]-[7]. 

The use of cepstral features has not been very common for 

accelerometer-based activity recognition. Some studies on the 

subject do, however, exist. In [8], cepstral coefficients obtained 

using linear filter bank spacing were used for classifying between 

activities such as lying and walking. A classification accuracy of 

78% was reached using a GMM classifier. Cepstral features based 

on a filter bank with three hand-picked bands were used for user 

gait classification in [9]. These features were shown to outperform 

cepstral features that were derived from linear prediction 

coefficients. The authors reported a classification accuracy of over 

93% using GMMs with 8 mixture components per model. In [10], 

cepstral coefficients calculated directly based on the logarithm of 

Fast Fourier Transform (FFT) magnitude along with several other 

features were used for recognition of physical activities based on 

several sensors including the microphone, accelerometer and a high 

frequency light sensor. An overall accuracy between 80% and 84% 

was reported in classifying between eight everyday activities.  

Accelerometer-based activity recognition specific to mobile 

phones has been studied, for example in [6] and [7]. In [6], time-

based features, such as mean, standard deviation and average 

absolute difference are calculated from accelerometer data 

recorded using mobile phones. These are then used together with 

decision tree, logistic regression, and multi-layer perceptron (MLP) 

classifiers. An accuracy of 91.7% is reported when the MLP 

classifier is used on a six-class classification task. In [7], the Jigsaw 

continuous sensing engine is presented. Among other sensing 

tasks, the system performs accelerometer-based activity 

recognition using time and frequency domain features and a 

decision tree classifier. Accuracies of around 95% are reported 

when classifying between five different activities (walking, 

running, stationary, vehicle and cycling). 

In this paper, we propose the use of cepstral features derived 

using a logarithmically scaled filter bank for accelerometer-based 

activity recognition on a mobile phone. In addition, for the same 

purpose, we also propose the use of GMMs with quantized 

parameters for classification. To the authors’ best knowledge, the 

above two methods have not been published previously for 

accelerometer-based activity recognition. 
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3. DATA COLLECTION 

 

The data used for the experiments presented in this paper was 

collected with various Symbian S60 and Symbian^3 mobile 

phones. Several users carried the phones while doing their 

everyday activities. The phones were running a data collection 

application which would prompt the user at set intervals to 

annotate what they were doing. After the user inputted the 

annotation, accelerometer data was captured for approximately one 

minute. Each annotation comprised the user’s current activity 

(standing, walking, running, etc.) and the location of the phone 

(pocket, hand, handbag, etc.). The users were instructed to carry on 

doing what they were doing prior to annotation for the duration of 

the recording. The default interval of the recordings was 20 

minutes, but this could be changed by the user.  

The accelerometer data consisted of 3-axis accelerometer 

readings recorded at an approximately 34 Hz sampling rate, 8-bit 

resolution and a ±2g data range. The sampling was not constant 

and varied slightly due to phone processor load etc. The 

accelerometer data from six different users was selected for the 

experiments presented here. Table 1 shows the amount of data 

collected by these users and how the user-provided annotations 

were mapped to the activities we are considering in this paper. The 

total amount of recorded data entries is 17819 which is equivalent 

to approximately 300 hours of accelerometer data. In addition to 

the data set described above, we used, for model training purposes, 

approximately 44 hours of accelerometer data recorded in a non-

periodic manner.  

 

4. FEATURE EXTRACTION 

 

The features used in our system are cepstral coefficients calculated 

using a filter bank with logarithmically spaced band center 

frequencies. Looking at the frequency content in accelerometer 

data for different activities, it seems that the most useful 

information for differentiating between activities is in the shape of 

the spectrum rather than in the exact locations of peaks in the 

spectrum. The frequency content of a few seconds of accelerometer 

data from two persons walking is shown in Fig. 1. Both spectra 

have a similar shape, but the spectrum peak locations are not 

aligned in frequency. The spectral peaks correspond to the step rate 

and its integer multiples, and naturally walking should be classified 

as walking independent of the step rate. Cepstral coefficients 

calculated from the output of a mel-spaced filter bank are known to 

capture the rough spectral shape for audio signals while ignoring 

the pitch information and thus seem suitable to perform the 

analogous task for accelerometer signals. 

An additional benefit of using cepstral coefficients and GMMs 

for activity recognition is that we can use the same classifier for 

accelerometer-based activity recognition as we use for audio-based 

environment recognition [11]. We are able run the same code, but 

with different parameters, for both tasks. Some details on the 

feature extraction used in our system is described next. 

Since the orientation of the accelerometer during system usage 

cannot be assumed constant, feature extraction is done on the 

magnitude of the 3-axis accelerometer data. The feature extraction 

process follows closely the calculation of the well-known mel-

frequency cepstral coefficients (MFCCs) [12].  

The main difference to MFCCs is the scaling used in the filter 

bank. The filter bank used in the MFCC calculation is based on the 

mel-scale which happens to be basically linear in the range of 

frequencies that are encountered in the accelerometer data used 

here. We use the following scaling function, which has the same 

form as the mel-scale:  

   ( )         (  
 

 
), (2) 

where f is the linear frequency in Hertz. The scaling allows us to 

have higher resolution at the lower frequencies, which appear to be 

more informative for activity recognition purposes. 

We use 18 triangular filters that are centered at frequencies such 

that the corresponding scaled frequencies, determined by (2), are 

linearly spaced. We then perform a DCT on the logarithm of the 

filter bank magnitudes and use the first 12 components (including 

the 0th) of the DCT output as the final feature vector. Having 18 

filters in the filter bank and using 12 cepstral coefficients was 

found to work well in our experiments. The choice is not strict but 

there is a small range of values that perform more or less the same.  

 

5. CLASSIFICATION 

 

In our system, the activities are modeled with qGMMs. Hidden 

Markov models with quantized parameters where first proposed 

in [13] where they were shown to reduce memory requirements 

while maintaining the accuracy of continuous density HMMs in 

speech recognition. QGMMs are created from continuous density 

GMMs with diagonal covariance matrices by applying a scalar 

quantization on the mean and variance parameters. The 

quantization is done separately for the mean and variance 

parameters. If certain conditions hold, the quantization allows for 

faster probability calculation during recognition compared to 

continuous density models. In addition to quantizing the model 

 

Fig. 1. FFT magnitude calculated from accelerometer recordings 

of walking activity from two persons. 

Table 1. Mapping of user-provided annotations to activities and 
the number of 1-minute recordings per activity.  

User-provided 

annotation Activity 

Number of 

recordings 

Breakfast, Lying, 

Sitting, Sleep, Standing, 

Still 

Idle/still 14185 

Walking Walking 1393 

Running Running 46 

Skiing Skiing 162 

Bicycling Cycling 943 

Car, Subway train, 

Taxi, Train 
Vehicle 1067 

Cleaning, Cooking, 

Skating 
Other 23 
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parameters, we employ feature vector quantization to further 

increase the computation speed [14].  

The probability calculation for an N-by-1 observation vector x 

using continuous density GMMs with diagonal covariance matrices 

is done using the following formula: 
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where K is the number of densities in the Gaussian mixture, ki and 

ki are the mean and standard deviation of the ith feature vector 

component of the kth density, respectively, and N is the feature 

vector dimension. For each density, there are two parts, a constant 

and the Mahalanobis distance to the feature vector x. When the 

means ki, standard deviations ki and feature vector components xi 

are quantized, the Mahalanobis distance can take a discrete set of 

values. This means that we can pre-compute and store these values 

in a Mahalanobis distance table T, whose elements are defined as: 
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where m is the mth mean quantization value, s is the sth variance 

quantization value and xf is the fth feature quantization value. In 

this case, the total number of values in the table is F·M·S, where F, 

M and S are the number of quantization levels for the feature, mean 

and variance values, respectively. To be able to use the same 

quantization for all feature vector components, the feature values 

are normalized to zero mean and unity variance using the global 

mean and variance estimates obtained from the training data. 

During probability calculation, for every feature vector, we first 

quantize the feature vector components, and then perform a table 

lookup from T for each feature vector component and sum them 

up. For a single Gaussian mixture, the log likelihood is thus 

calculated as follows: 
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where Ck is the (pre-computed) first part of (3) and mki and ski are 

the mean and variance quantization levels for ith mean and 

variance component of the kth density and fi is the feature 

quantization level of the ith feature vector component of feature 

vector x. When inputting a sequence of feature vectors, the log 

likelihoods are calculated for each and summed together. The class 

corresponding to the GMM yielding the largest log likelihood is 

chosen as the classification result. 

The activity models are trained by first using maximum-

likelihood (ML) training to create a GMM for each activity. ML 

training was performed using the HTK hidden Markov model 

toolkit [15]. After the ML training the model parameters are 

quantized by applying a Lloyd-Max quantizer on the mean and 

variance parameters separately [16], [17]. 5- and 3-bit quantization 

is used for the mean and variance parameters, respectively. These 

values were chosen because they perform well and a mean and 

variance value pair can be stored in an 8-bit byte. The same 

quantizer that is used for the means is also used as the feature 

quantizer. 

 

6. EXPERIMENTS 

 

In this section, we describe several experiments on the front- and 

back-end parameters. We present how the parameters affect the 

recognition accuracy as well as the computational complexity of 

the system. The system was tested on two classification tasks. The 

first, Task A, comprises of classifying between seven different 

activities; ‘idle/still’, ‘walking’, ‘running’, ‘cycling’, ‘skiing’, 

‘vehicle’ and ‘other’. The second task, Task B, is the same as Task 

A, but with the ‘other’ and ‘skiing’ classes removed. 

The experiments were carried out using leave-one-user-out 

cross validation. At each iteration, we left out all the data from a 

single user and trained the activity models using the remaining 

data. The system was then tested on the data of the left out user.  

As we had six people contributing to the test data collection, this 

was repeated six times and the accuracies were calculated from the 

results. We report accuracies using two numbers; weighted 

accuracy and class average accuracy. The weighted accuracy is 

simply the percentage of correct classifications of all 

classifications. This number tells us how often the classifier is 

correct if it would be run periodically on a mobile phone of a user. 

However, the weighted average accuracy is biased towards the 

recognition rate of the activities that are more frequently found in 

the data. For this reason, we also present the average of the activity 

specific accuracies. 

 

6.1. Recognition accuracy 

 

The proposed system is tested on a series of experiments studying 

the effect of different parameters on the activity recognition 

accuracy. The front-end of the proposed system outputs a vector of 

12 cepstral coefficients from a frame of 120 samples (~4 seconds). 

A 50% frame overlap was used. The tests were done on 30 second 

clips of accelerometer data. This results in 15 feature vectors that 

are fed into the qGMM classifier. Classification was done using a 

qGMM classifier with a mixture of 16 quantized Gaussian densities 

for each activity. The proposed system achieved a class average 

accuracy of 72.6% on Task A. The activity specific classification 

results are shown in the first column of Table 2. In the experiments 

below, unless otherwise mentioned, the accuracies are reported for 

Task A and the parameters of the system are fixed to that of the 

proposed system. 

First, we tested how the filter bank with logarithmically spaced 

band center frequencies performs versus a linear filter bank, such 

as the one which was used in [8]. The results, which are presented 

in Table 3, show that using a logarithmic filter bank outperforms 

the linear filter bank.  

Next, a test was run to understand how the quantization of the 

model parameters affects the performance of the system. Table 4 

shows the result of this test. The labels used for the qGMMs are of 

the form NmMvLf, where N, M and L are the number of bits used 

for the mean, variance and feature quantizers, respectively. From 

the table we see that using enough quantization levels, qGMMs 

perform at the same level as GMMs. The memory requirements for 

storing the model parameters for the different quantizer setups are 

also shown in Table 4. The differences in model parameter 

memory requirements are due to the Mahalanobis distance tables 

that are stored along with the models. The sizes are relatively small 

for all setups, and should not be problem when used in systems 

running on modern smart phones. If we were to run the system on 

an environment where memory and computational resources are 

heavily constrained, the memory requirements of the model 

parameters may be an issue. From Table 4 we see that if we use 

only a single Gaussian density per model, the memory 

requirements are equal for the most heavily quantized models and 

the continuous density models. In this case, the continuous density 

models outperform the quantized models. 
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6.2. Computational complexity 

 

Our activity recognizer is fully implemented using fixed-point 

arithmetic. This ensures fast computation on mobile phones where 

a floating-point unit is not available. We tested the system on a 

Nokia E7 mobile phone and computed the time required for feature 

extraction and classification for 30 seconds of accelerometer data. 

The computation time was calculated by first collecting 30 seconds 

of accelerometer data and then timing the execution of 500 back-

to-back feature extractions and classifications. Table 5 shows the 

computation times for qGMMs and GMMS with several different 

numbers of Gaussians per model. From the table we see that for 16 

Gaussians per model there is a large difference in the probability 

calculation times in favor of qGMMs. When we only have a single 

Gaussian per model, the computation time is approximately the 

same. What can also be observed is that the classification 

accuracies when using 16 Gaussians or a single Gaussian are very 

close to each other. This would imply that the use of qGMMs does 

not provide any benefit over GMMs.  

 

6.3. Experimental results in context 

 

In this section we present how our activity recognition compares to 

earlier work done in the field. The activity recognition task used to 

test the Jigsaw continuous sensing engine, presented in [7], 

comprises the same activities we have in Task B. The results for 

the Jigsaw engine are presented in the last column of Table 2. The 

Jigsaw engine achieves higher recognition accuracies as our 

system, but the two sets of accuracies are, of course, not directly 

comparable as the training and testing data sets are different.  

It was reported that, for one classification, the Jigsaw system 

processes 4 seconds of accelerometer data in 5ms on a Nokia N95 

mobile phone and slightly less on an iPhone [7]. Our system goes 

through 30 seconds of accelerometer data at the same sampling rate 

in approximately 2.2ms on a Nokia E7 mobile phone. Both the 

Nokia N95 and Nokia E7 have an ARM 11 CPU, but the E7 runs at 

the clock speed 680MHz vs. the 330MHz of the N95. Taking this 

into account, we can approximate that processing of 30 seconds of 

accelerometer data would take roughly 4.5ms for our system on the 

N95, which is less than it takes for the Jigsaw to process 4 seconds 

of accelerometer data.  

An interesting observation was made when running this test. 

When running experiments for Task A, increasing the number of 

Gaussians per model from one was not found to increase the 

recognition accuracy (see Table 5). However, for Task B, our 

system achieved higher recognition rates when using 16 Gaussians 

per model than when using only a single Gaussian for each model 

(91.3% vs. 87.6% class average accuracy). In this case, the use of 

qGMMs instead of GMMs is justified as the computation time for 

the probability calculation time is decreased from 1.1ms to 0.6ms. 

Finally, we tested our system versus an easily implementable 

approach using time-based features and a k-NN classifier. We 

calculated the mean, variance, mean crossing rate and maximum 

absolute difference for each frame of accelerometer data to be used 

as the features. The best accuracies with this system was achieved 

using a frame length of 16 samples, frame skip of 8 samples, 5 

nearest neighbors and 250 exemplars per activity. The accuracies 

for this system are shown in the second column of Table 2. 

 

7. CONCLUSIONS 

 

The experiments presented in this paper show that activity 

recognition using cepstral coefficients derived from a 

logarithmically scaled filter bank and qGMMs can be run 

efficiently on a mobile phone. It was shown that for cepstral 

coefficient calculation, the use of a filter bank with logarithmically 

rather than linearly spaced band center frequencies results in higher 

accuracies. In addition, qGMMs were found to give the same 

performance as GMMs. Computation time was shown to be equal 

or faster for qGMMs when compared to GMMs, depending on the 

recognition task and the complexity of the models. The memory 

requirements were shown to be higher for qGMMs than GMMs, 

especially when very simple, single Gaussian models were used.  
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