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ABSTRACT

Since voice disguise has great negative impact on estab-
lishing authenticity of audio evidence in forensics, and has
shown an increasing tendency in illegal applications, it is im-
portant to identify whether a suspected voice has been dis-
guised or not. However, research on such detection has not
been reported. In this paper, we focus on blind detection
of electronic disguised voice. Statistical moments of Mel-
frequency cepstrum coefficients (MFCC) are extracted as a-
coustic features of speech signals. Then an approach for de-
tection of disguised voice based on the extracted features and
Support Vector Machine (SVM) classifiers is proposed. The
extensive experiments demonstrate that detection rates higher
than 95% can be achieved, indicating that detection perfor-
mance of the proposed approach is good.

Index Terms— electronic voice disguise, blind detection,
MFCC statistical moments, SVM

1. INTRODUCTION

Voice disguise is an intentional operation to conceal or forge
speaker’s identity by changing his or her voice tone. Voice
disguise methods can be divided into two types [1]: non-
electronic and electronic disguise. Non-electronic methods
include using falsetto, pinching nostrils, speaking with objec-
t in mouth, etc. Electronic disguise is the use of electronic
devices to alter voice. Generally by sophisticated algorithms,
electronic methods can achieve much more natural disguise
performance and present greater confusion on both automat-
ic speaker recognition (ASR) systems and human beings than
non-electronic ones. As a result, criminal cases using elec-
tronic disguise have been increasing in phone communica-
tions, online chatting, and other speech applications in recen-
t years. Hence, detection of electronic disguised voice has
become an important and emergent issue. In this paper we
research on this topic.

Up to now, according to our best knowledge, research on
such detection has not been reported. Several related studies
focus on effect of voice disguise on speaker recognition. It
is stated in [2], [3] and [4] that disguised voice can degrade
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speaker recognition performance. Jin et al. [5] investigated
voice disguise for speaker de-identification. However, con-
crete solutions for speaker recognition against voice disguise
or detection of disguised voice have not been reported. Hence
in our work, we propose an approach for blind detection of
electronic disguised voice.

In our proposed approach, statistical moments of Mel-
frequency cepstrum coefficients (MFCC) [6] are computed
as the acoustic features, and Support Vector Machine (SVM)
method is used for classification. The proposed approach is
tested by four leading disguise softwares or algorithm, includ-
ing Cool Edit [7], Audacity [8], PRAAT [9] and real-time it-
erative spectrogram inversion (RTISI) algorithm [10] [11] in
MATLAB. In the experiments, the resulting detection rates
achieve good performance of higher than 95% in variable sit-
uations.

The rest of this paper is organized as follows. In Sec-
tion 2, electronic voice disguise is introduced. In Section 3,
we propose an approach for detection of disguised voice. In
Section 4, experimental results are presented. In Section 5,
conclusion and future work are given. Finally in Section 6,
we discuss the relation to prior works.

2. ELECTRONIC VOICE DISGUISE

The principle of voice disguise is to raise or to lower voice
pitch by stretching or compressing frequency spectrum [12].
In phonetics, pitch is always measured by 12-semitones-
division, indicating that pitch can be raised or lowered by 12
semitones at most [13]. A scaling factor of pitch semitones is
therefore the disguising factor. Suppose the pitch of a speech
frame to be po, the disguising factor to be v semitones and
the pitch of the modified speech frame to be p, we have [13]:

p=21p, (1)

If « is positive, spectrum is stretched and pitch is raised.
Otherwise, spectrum is compressed and pitch is lowered. In
this paper, a disguising factor +£ is used to denote a pitch-
raise modification with £ semitones, while —k is used to de-
note a pitch-lower modification with k£ semitones.
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3. DETECTION OF DISGUISED VOICE

Since pitch modification on a speech signal changes all the
MEFCC [14], leaving telltale footprints in statistical moments
of MFCC, we use MFCC statistical moments as the acoustic
features for modeling in our proposed approach. The detec-
tion system is based on SVM, the leading method for pattern
classification.

3.1. Feature extraction

Pre-processing including voice activity detection (VAD) and
amplitude normalization is performed on a speech signal
s(n), followed by framing and hamming windowing to obtain
s'(n) with N frames. A d-order MFCC vector is extracted
from each frame of s’'(n). Then a d-order AMFCC vector
and a d-order AAMFCC vector, which reflect dynamic spec-
tral features, are computed from the MFCC vector. Please
refer to [14] for details of MFCC extraction and other related
computations.

The above three vectors are concatenated to form a 3d-
order MFCC+AMFCC+AAMFCC vector of each frame.
Suppose v;; to be the jth component of the MFCC+AMFCC
+AAMFCC vector of the ith frame, and V; to be the set of
all the jth components. Then V; can be expressed as

‘/j:{’Ulj,vgj,...,’UNj},j:1,2,...,D (2)
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where D = 3d.

In our work, two kinds of vector statistical moments, in-
cluding mean values of each vector component V; and cor-
relation coefficients between vector components V; and V|
are taken into consideration. They are computed by Equ. 3
and Equ. 4, respectively:

m; =E(V;),j=1,2,...,D 3)

o cov(V;, Vi)
Y JVARV;)\/VAR(V;)

D,j#5
“

Finally, the resulting m; and c;;» are combined to form
MFCC statistical moments of s(n):

3,5 =1,2

F= [m17m27'~~7mD7cl27cl3,---7CD—1D] (5)
F will be used as the final acoustic feature and as the input
into SVM classifiers. Extraction procedure of MFCC statisti-

cal moments is presented in Fig. 1.

3.2. Detection system

The proposed detection approach is based on MFCC statis-
tical moments and SVM classifiers. The generic detection
system of disguised voice is given in Fig. 2.



In training stage, a training database is composed of an
original voice set and a disguised voice set. According to K
different disguising factors, the disguised voice set is divided
into K subsets. MFCC statistical moments are extracted as
the acoustic features. Features from the original voice set,
with features from each disguised voice subset are used as the
training features to train a SVM classifier. Therefore, X SVM
classifiers are obtained, and each of them is used to identify
whether a testing voice is disguised or not.

In testing stage, the acoustic feature from a testing voice is
extracted as the input feature into each resulting SVM classi-
fier. Results of the K SVM classifiers are combined to obtain
a final detection result according to the following rule: if al-
1 the K results are original, the testing voice is identified as
original voice; if at least one result is disguised, the testing
voice is identified as disguised voice.

4. EXPERIMENTAL RESULTS

4.1. Experiment setup

TIMIT [15] is used as the corpus in our experiments. It is
composed of 6300 speech segments from 630 speakers. The
file format is of WAV, 8kHz sampling rate, 16-bit quantization
and mono. In our experiments, this corpus is divided into two
disjoint parts: TIMIT_1 with 3000 speech segments from 300
speakers for training, and TIMIT_2 with other 3300 speech
segments from 330 speakers for testing.

In order to assess the proposed approach comprehensive-
ly, four different disguise methods are considered, including
Cool Edit, Audacity, PRAAT and RTISI. When disguising
factors are too small or too large, disguise performance is not
obvious or natural and presents little threaten to ASR system-
s or human beings. Therefore, we consider 12 kinds of dis-
guised voice with disguising factors from 44 to +9 semitones
and from —4 to —9 semitones.

For a speech signal, 8-order MFCC vectors are extracted.8-
order AMFCC vectors and 8-order AAMFCC vectors are
computed from the MFCC vectors. 24-order MFCC+AMFCC
+AAMFCC vectors are then obtained. MFCC statistical mo-
ments are then computed by Equ. 3 and Equ. 4 as the acoustic
feature of the speech.

Gaussian Radial Basis Function (RBF) kernel and Se-
quential Minimal Optimization (SMO) method are used in
training a SVM classifier [16].

4.2. Detection performance

Two cases are considered in our experiments.

Case 1: Since there are quite many disguise methods, it is
very possible that the method used in a criminal case is dif-
ferent from the one for model training. Hence, in this case,
we use one disguise method in training stage, and use the
four ones in testing stage respectively, which simulates the
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Table 1. Detection performance of disguised voice by differ-

ent disguise methods
Disguise method |

Disguise method for testing

| FAR

for training | Cool Edit  Audacity — PRAAT RTISI |

Cool Edit 99.69% 98.88% 99.48% 99.05% 4.21%
Audacity 96.29% 99.85%  97.90%  96.67% | 2.58%
PRAAT 97.55%  97.21%  99.86%  96.58% | 2.67%
RTISI 98.65% 97.86%  98.23%  99.69% | 4.64%

real forensic scenarios and reveals effect of different disguise
methods on the proposed system.

Detection performance of case 1 is presented in Table 1.
It can be seen that when training and testing databases are us-
ing the same disguise method, detection rates are higher than
99%. When disguise methods for training and testing are d-
ifferent, detection rates of disguised voice are also steady and
higher than 95%. Besides, false alarm rates (FAR) by origi-
nal voice are lower than 5%. Hence, the proposed approach
achieves good detection performance and has strong robust-
ness to different disguise methods.

Case 2: The proposed approach is tested by 12 disguising
factors, which reveals effect of disguising factors on detection
performance.

In this case, for each disguise method, the disguised voice
set is divided into 12 subsets according to the 12 disguising
factors. A detection rate is obtained from each subset to rep-
resent the degradation degree brought by different disguise
degree. Again, one disguise method is used for training, and
all the four methods with 12 disguising factors are used for
testing.

The result of case 2 in which Cool Edit is used for training
is presented in Table 2. It can be seen that detection rates are
higher than 95%. With increasing factors, i.e., from +4 to +9
semitones or from —4 to —9 semitones, the detection rates
show an increasing trend, indicating that for a larger factor
detection is easier.

The results when Audacity, PRAAT and RTISI are used
for training are presented in Table 3, 4 and 5, respectively.
Similarly to Table 2, detection rates are higher than 95% for
most of the disguising factors. However, when the factor
is +4 semitones, since disguise performance of these three
methods are not obvious enough, several detection rates drop
to less then 90%.

It is reasonable to have a performance deterioration with
smaller factors. But this is not a simple issue. Instead, serious
discussion is needed.

Firstly, as a matter of fact, the details of algorithms adopt-
ed by these leading audio processing softwares are not open,
i.e., the specific of disguise methods as well as the postpro-
cessing are not known to public. Therefore, it is quite difficult
to design a specific detection approach for a specific voice dis-
guise tool without the knowledge of its inner implementation;
and this is why we attempt to generate a universal model for
all the disguise methods. But again without knowledge of the



Table 2. Detection performance of disguised voice with variable disguising factors. Training set:

Cool Edit

Disguise method |

Disguising factor (semitones)

for testing | +4 +5 +6 +7 +8 +9 —4 —5 —6 -7 —8 —9
Cool Edit 97.18% 99.58% 99.76% 99.94% 99.94% 99.97% 99.97% 100.00% 100.00% 100.00% 100.00% 100.00%
Audacity 95.48%  99.15%  99.85%  100.00% 99.97% 100.00% 95.52% 97.55%  99.09%  99.97%  100.00% 100.00%
PRAAT 95.85% 99.48% 99.88%  99.97% 99.97% 99.97% 98.61% 100.00% 100.00% 100.00% 100.00% 100.00%
RTISI 91.52% 98.21% 99.55% 99.88% 100.00% 100.00% 99.42% 100.00% 100.00% 100.00% 100.00% 100.00%
Table 3. Detection performance of disguised voice with variable disguising factors. Training set: Audacity
Disguise method | Disguising factor (semitones)
for testing [ +4 +5 +6 +7 +8 +9 —4 — —6 -7 -8 -9
Cool Edit 75.39% 90.00% 95.18% 97.30% 98.21% 99.39% 99.94%  100.00% 100.00% 100.00% 100.00% 100.00%
Audacity 98.73%  99.52%  99.94%  100.00% 100.00% 100.00% 99.97%  100.00% 100.00% 100.00% 100.00% 100.00%
PRAAT 83.15% 95.67% 98.70%  99.82% 99.79% 99.82% 98.00% 100.00% 100.00% 99.97% 99.97%  99.97%
RTISI 74.30% 90.73% 97.24% 99.30% 99.70% 99.85% 98.97% 100.00% 100.00% 100.00% 100.00% 100.00%
Table 4. Detection performance of disguised voice with variable disguising factors. Training set: PRAAT
Disguise method | Disguising factor (semitones)
for testing | +4 +5 +6 +7 +8 +9 —4 -5 —6 -7 —8 -9
Cool Edit 84.42% 93.85% 96.55% 98.03% 98.30% 99.45% 100.00% 100.00% 100.00% 100.00% 100.00% 99.97%
Audacity 90.00% 96.70% 99.00% 99.52% 99.67% 99.85% 91.91% 93.88% 97.39% 99.18% 99.67%  99.73%
PRAAT 98.58% 99.82% 99.91% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%
RTISI 74.48% 90.64% 96.42% 98.58% 99.21% 99.64% 100.00% 100.00% 100.00% 100.00% 99.97%  99.97%
Table 5. Detection performance of disguised voice with variable disguising factors. Training set: RTISI
Disguise method | Disguising factor (semitones)
for testing [ +4 +5 +6 +7 +8 +9 —4 —5 —6 —7 —8 —9
Cool Edit 89.64% 97.24% 98.52% 99.33% 99.33% 99.79% 99.97%  100.00% 100.00% 100.00% 100.00% 100.00%
Audacity 94.42%  98.52%  99.64%  99.97%  99.94% 99.97% 90.76% 93.97% 97.91% 99.52%  99.82%  99.88%
PRAAT 84.58% 96.03%  99.03% 99.61% 99.85% 99.91% 99.91% 100.00% 100.00% 99.97% 99.97%  99.97%
RTISI 97.21% 99.45% 99.73% 99.97% 99.97% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00% 100.00%

specific algorithms, it becomes difficult to conduct a theoret-
ical analysis for modeling defects. To know about the inner
details and to research on a better modeling and classification
method are our future works if possible.

Secondly, it is commonly known that some biometrics like
fingerprints and iris have been widely used and accepted by
detectives, lawyers, judges and law enforcement agencies for
forensic purposes. However, due to unstable characteristics
of speech signals and the ease of modification of digital au-
dio without footprints, digital audio forensics has not been
considered as solid as others and has not been accepted u-
niversally. From a practical point of view, we think that al-
though the present research on audio forensics is not thought
to yield solid evidence, it can help in forensics and security
to some extend like narrowing the scope of suspects or ear-
ly warning of suspected voice. From this point of view, the
overall performance of our proposed approach is quite good
considering that most of the voice segments can be identified
correctly even when they are disguised naturally. We can also
observe that when Cool Edit is used for training the overall
performance is the best and excellent. This is a quite satis-
factory observation because Cool Edit is the most prevailing
audio processing software. It is quite easy to obtain abundant
speech signals processed by Cool Edit, indicating that we can
have abundant materials for training models.

5. CONCLUSION

In this paper, an approach for blind detection of electronic
disguised voice is proposed. MFCC statistical moments are
extracted as acoustic features of speech signals and SVM is
used as classification method. In the experiments, four kind-
s of commonly used disguise methods are used for training
and testing. Detection performance of the proposed approach
is demonstrated to be excellent, even when disguise meth-
ods used in training stage are different from the ones used
in testing stage. However, when the disguising factor is +4
semitones, the detection performance is not good enough. It
is our future work to analyse the reason of such situation and
to improve the detection performance.

6. RELATION TO PRIOR WORK

The work presented in this paper focuses on blind detection
of electronic disguised voice. Research on such detection has
not been reported. The related studies include the work by
Tan [2] discussing effect of disguised voice on speaker recog-
nition, and the work by Jin et al. [5] studying using voice
disguise for speaker de-identification. Detection of disguised
voice is not considered in these earlier studies, while it is s-
tudied in our present work.
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