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ABSTRACT 

To predict the availability state of a node in a distribution 

network, its history trace is usually used. Sometimes, some 

usage behavior patterns cannot be captured precisely from 

the insufficient trace, which may lead to unreliable 

predictors. In this paper, to alleviate the data sparseness 

problem, the nodes with the similar behaviors are clustered, 

and all history information in a same cluster is seen as 

another information source for any node in it. For each node, 

an N-gram model is used to train the predictor by the 

combination of the new source and the node’s own trace. In 

addition, because it is hard to capture the trace of all nodes 

in large scale networks, such as P2P networks, a bagging 

based prediction algorithm is proposed, which can be 

applied in the distribution environment and relieve the 

effect of the noisy data. In our experiments, three datasets 

are evaluated. Results show that the prediction performance 

of our cluster based N-gram predictor is better than the 

results of several other predictors. And the bagging based 

prediction algorithm presents its validity in the distribution 

environment. 

Index Terms— Availability prediction, distribution 

network, N-gram, cluster, K-means, bagging algorithm 

1. INTRODUCTION 

Recently, a lot of work has proved that if one could predict 

the availabilities of even a portion of nodes with reasonable 

accuracy, the performance of distribution systems of 

different applications can be improved obviously[1-6], such 

as P2P storage system, and Grid network. Therefore, it is 

very important to predict the availabilities of nodes correctly 

and use them to guide the scheduling process in various 

applications.  

In the current work, most of the prediction algorithms 

tracked fine-grained, per-node up-down states to train the 

predictor by some machine learning approaches[1-

7].Usually, in different applications, just on-line or off-line 

states are traced, and the logged information is used to 

predict the node’s succeeding availability. Mickens and 

Noble[5, 8, 9] proposed a hybrid predictor to predict the 

probable state of a host for various lookahead periods. In 

their approach, multiple simple predictors are generated and 

cooperated as a hybrid one by a mixture-of-experts 

approach. In [10], the availabilities of machines are modeled 

by different distribution functions, such as Weibull, hyper-

exponential and Pareto. Andrzejak etc.[11] used a Naïve 

Bayes classifier to forecast the availability of nodes, and 

several features are compared. Besides, another work 

focuses on the data that both the “up” or “down” 

information and the unavailable reasons are recorded. These 

traces are commonly obtained from Grid computing 

networks. In some scenarios, different reasons[2, 6, 7]cause 

the unavailable states of nodes, for instance, memory 

thrashing and resource unavailability. The transition 

probabilities from available state to other states are captured 

by Semi-Markov model. Apart from these, for predicting the 

rare target events from time-series data, several machine 

learning techniques are also used to mine the patterns which 

precede the target events[1, 12, 13]. Actually, in some 

distributed systems, it is hard to obtain the exact reasons of 

the unavailability events. Therefore, predicting the future 

availability with limited information, such as up/down states, 

is crucial for a lot of applications, and our work focuses on 

this one. 

 As we know, if just the trace of a node is used, the 

sparseness problem will be hardly avoided, and the 

predictor trained based on it may be unreliable. In real 

applications, although people may operate their machines 

irregularly, some of them may have similar usage patterns, 

like online in work time and offline in midnight[14], or 

watching some programs in some specific time[15, 16]. In 

addition, in some networks, different nodes may cooperate 

in computing or communicating[17] and the failures 

appearing in one node may be propagated across the 

network. In other words, some people’s behavior may be 

captured from the trace of others who have similar habits or 

interests to him/her. However, in the distribution network, 

the global information, like the trace of all nodes, is hard to 

be obtained. Therefore, in this paper, we propose a novel 

approach to design a predictor in a distribution network and 

evaluate it with various datasets.  To summarize, the paper’s 

main contributions include: 

 Designing a cluster based N-gram predictor, which can 

learn more behavior patterns and obtain better 

performance than several other predictors. 
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 Proposing a bagging based prediction framework, in 

which the N-gram predictor is applied to obtain the 

preferable performance in distribution applications.  

The remainder of this paper is structured as follows. 

Section 2 illustrated the cluster based N-gram predictor. The 

bagging based prediction algorithm in a distribution 

network is introduced in section 3. The section 4’s 

experiment evaluates our approaches. Finally, conclusions 

are drawn in section 5. 

2. THE BEHAVIOR CLUSTER BASED N-GRAM 

PREDICTOR 

In our work, the “up” and “down” states are represented by 

binary values 1 and 0, respectively. And each point is 

recorded with some specific sampling rate, for example, one 

record every 30 minutes. Then, for each node, a 0/1 

sequence S is collected to represent its states transitions 

during the observation period. In data pre-preparing stage, 

all collected nodes should be clustered as several clusters 

based on their traces. Then, the traces of the nodes in a same 

cluster will be seen as a new information source for any 

node in it. For any node, the collected traces of the 

corresponding cluster and its own trace are combined 

together as the training set, which can alleviate the data 

sparseness problem. Finally, a predictor will be trained 

based on this combined data set. Here, the N-gram model is 

used for generating the predictor. The process of the 

predictor training is shown in figure 1, and the details of the 

clustering algorithm and the N-gram model will be 

introduced following.  
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Figure 1. The training process of the cluster N-gram model 

2.1 K-Means based clustering algorithm for similar 

behavior nodes 

In general, clustering algorithm can be usually used to 

identify the similar patterns in a sequence or category. K-

means is a simple algorithm that can be implemented easily 

for clustering. In our paper, we use it to cluster the nodes 

based on their up-down behaviors. Actually, the nodes may 

randomly enter or leave a network and they may be 

scattered in different time zones around the world. It is hard 

to cluster based on the original trace. To solve this problem, 

we should extract the feature vectors from it.  

Given a node h, the length of the time during its first 

online state to its last recorded state is denoted as hOT . 

Firstly, the trace of each node should be segmented as the 

same length fragments, which is based on the usual periods 

of people, e.g. 24 hours, and 48 hours. The time length of a 

fragment is denoted as ST; and then hl  fragments will be 

generated, where /h hl OT ST    . Thus, the state vector of 

any fragment is SV which contains d states. Here, 

/d ST t     and t  is the time interval between two 

sequential states in the trace. Finally, the feature vector hBV  

can be calculated by formula (1), where ,h iSV is the state 

vector of fragment i. 

,
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Based on the above procedure, all nodes will get their 

behavior feature vectors. These vectors are the input of a 

standard K-means algorithm, in which the objective 

function is to minimize the summation of the distances of all 

nodes to their cluster centroids. Then, the node trace in a 

same cluster becomes a new information source for any 

node in it.  

2.2 N-gram predictor 

N-gram statistical modeling techniques have been applied 

successfully to speech, language and other areas with the 

data of sequential nature[18]. For the availability prediction 

problem, the observed samples have the time-sequence 

property. The mth state may be related to the previous m-1 

states. Accordingly, the relationship among sequential states 

is calculated by formula (2). 
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where
1{ ,..., ,..., }e ECS cs cs cs is the collection of all 

candidate states and E is the total number; 

,1 ,2 , 1{ , ..., }h h h h mS s s s  is the state sequence in the history 

trace of node h, and the mth state is to be predicted. In our 

paper, {0,1}CS   where 0 represents “down” and 1 

represents “up”. The CMU statistical language modeling 

toolkit[19] is used to train the conditional probabilities 

among neighbors with back-off smoothing and linear 

discounting[20], and a unique predictor is trained for each 

node. When predicting, formula (2) is calculated and the 

candidate state which is contained by the sequence with the 

highest probability is the final decision. 

3. BAGGING BASED PREDICTION ALGORITHM IN 

DISTRIBUTION NETWORKS 

The basic idea of bagging algorithm[21, 22] is to generate 

different models and use them to get an aggregated 

predictor, in which the final result is decided by voting. This 

algorithm can reduce variance and help to avoid overfitting 

for classifiers, which can be used in the distribution 

environment that just part of the trace of nodes is collected. 
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In our work, when training a predictor for node h, it is 

assumed that { , 1,2,..., }iL S i I   is the trace dataset of 

nodes which are in a same cluster, and iS  is the state 

sequence of node i. To get a reliable result, we use the 

resampling approach that r% of all nodes in L  are 

randomly selected, like { , 1,2,..., % }g gL S n I r     , 

where r is a preset experience parameter. This sub-set is 

combined with the node h’s own trace for training the 

predictor as the approach shown in section 3. Then, a cluster 

based N-gram predictor ( )Lg
X  is generated. This process 

loops G times, and G different predictors 

1 2
{ ( ), ( ),..., ( )}L L LG

X X X   are obtained, where G is an odd 

number and X is the history trace of the predicted node. For 

the mth observed point, the predicted state is decided by 

formula(3). Here, , 1 , 1 , , 1{ , ..., }h m h m w h m w h mS s s s      means 

the history trace of node h and {0,1}s . 
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In real applications, the trace of nodes can be collected 

by the overlay or network maintaining process, which 

cannot cause huge overhead. 

4. EVALUATION AND DISCUSSION 

4.1 Experiments setup 

To evaluate the adaptability of our approach in real 

applications, we tested it on three availability traces from 

different distribution systems, including Overnet[23], 

Skype[24] and Microsoft Corporate Network[25]. After 

filtering the nodes with few states changing, just 568 nodes 

are left for Overnet dataset. Also, we randomly select 568 

nodes for any other dataset. For each one, the preceding 

80% samples from the first point are set as the training data. 

Details of the other information are listed in table 1.  
Table 1.Used Traces 

Data Set Overnet Skype Microsoft 

Stability high churn  steady steady 

Number of Samples  504 688 840 

Sampling Interval 20 Minutes 30 Minutes 1 Hour 

Number of Training 

Points 

360 480 504 

In our experiments, we tuned the parameters with 

different values, and finally N=6 for the N-gram model and 

K=3 for the K-means algorithm are selected. In addition, 

because our work is similar to the one in[5], several 

predictors referred are also implemented for comparing, 

including saturating counter predictor, state-based predictor 

and hybrid predictor. And the N-gram predictor trained by 

the node’s own trace is also compared. 

4.2 Performance analyzing 

4.2.1 Comparison of the performance from different 

predictors 

During the evaluation period, the accuracy of one lookahead 

interval forecast(One-Step), which is determined by 

predicting the state of a point with its all previous states 

trained is compared. Table 2 gives the average value of the 

One-Step accuracy of different datasets. 
Table 2. The Average One-Step Accuracy (%) 
 Overnet Skype Microsoft 

Cluster  

N-gram 

87.85 98.77 98.59 

N-gram 87.15 98.77 98.42 

Hybrid 86.62 98.42 98.06 

State-based 86.22 98.73 98.03 

Saturating 

counter 

78.17 92.96 96.48 

 From this table, we can see that the performance from 

steady network, such as Skype and Microsoft, are better 

than the result of Overnet network. Because the potential 

law of the state transitions in steady networks can be 

learned easily by predictors. Saturating counter just records 

the number of states and ignores the relationship among the 

sequential states, which gets the lowest accuracy. Contrarily, 

N-gram model takes the advantage in sequential data 

studying, especially for the cluster based N-gram. The back-

off smoothing and discounting strategies give the reasonable 

probabilities of unseen usage patterns, which may ensure 

the robustness of the predictors.  

4.2.2 Comparison of the predicting capability for different 

predictors 

In [5], hybrid predictor takes good advantages from the 

combination of the different predictors by a mixture-of-

experts approach. Accordingly, we also investigate whether 

our cluster based N-gram should be combined with other 

predictors for future improvement. Thus, we compare the 

non-overlap part of the predicted results from different 

predictors as Table 3, which means the portion of the testing 

points correctly predicted just by one predictor.  
Table 3. The portion of the non-overlap part of the results (%) 

CR: Cluster based N-gram right and other predictor wrong 

CW: Cluster based N-gram wrong and other predictor right 

 Overnet Skype Microsoft 

CR CW CR CW CR CW 

N-gram 1.08 1.18 1.3 0.09 3.0 0.24 

Saturating 3.15 1.66 1.51 0.21 1.45 0.43 

State-based 3.35 1.84 0.03 0.05 0.28 0.14 

From Table 3, we know that the cluster based N-gram 

can capture most behavior patterns, especially for the nodes 

with steady patterns. Therefore, the predicting capability of 

our predictor is sufficient enough to get the satisfying result. 

4.2.3 Performance of other metrics 

The accuracy of multiple lookahead intervals forecast(M-

Step) is also an important metric, which is to predict the 

state of the Mth point with the previous M-1 states predicted 

by the predictor. This situation is usually used in the 

applications, like P2P storage system, in which the states of 

a node after a long time should be known in advance. In our 

experiments, we found that if the One-Step performance is 

satisfying, which means fewer errors of the M-1 previous 

states involving in the M-Step forecasting process, the 

corresponding M-Step performance is also good. Also, the 

average M-Step result of cluster N-gram is better than the 
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other predictors in most observed points. Moreover, 

although the performance of some other predictors is 

comparable with the cluster N-gram model, the predicted 

states of some nodes are prone to be skewed to one state. To 

analyze this problem, we design a balance factor 

Average

Average

Accuracy of Up Class

Accuracy of Down Class
  to evaluate whether the 

performance of different classes is balance. Apparently, our 

purpose is to get the predictor whose balance factor is close 

to 1. Figure 2 shows the comparison results. From this 

figure, we know that the cluster based N-gram achieves the 

flattest curve among the compared predictors, which means 

that it can capture the usage patterns more precisely than 

others and reduce the incorrectly classifying for some class 

that just contains a few samples. 

 
Figure 2. The balance factor in the M-Step forecast 

4.3 Evaluating the performance of the bagging 

algorithm  

In a real distribution network, a node can just see some 

nodes around it. Thus, we simulate a distribution 

environment, where each node just collects a certain portion 

z% trace of all nodes for training. In addition, in bagging 

process, r% training set is selected randomly to train each 

predictor.  Here, we select 5%, 10% and 20% for z%, which 

cannot cause too much communication cost in a network, 

such as P2P applications. Also, the value of r% is tested 

from 50%~100%. 

Figure 3 proves that if parts of the traces are collected 

and the appropriate parameters are selected, the bagging 

based predictor shows the comparable performance with the 

result from the model trained by 100% dataset, evenly better 

than it. The probable reason is that the effect of the noisy 

data which is mixed in the training set is reduced by the 

voting process of the bagging algorithm. Accordingly, in 

distribution networks, just observing some neighbors’ 

information is sufficient enough to train a reliable predictor. 

4.4 Discussion 

In a P2P application, it is not difficult for each node to 

observe 50 nodes from its neighbors or neighbors’ 

neighbors. Usually, the state sampling rate is about 10-30 

minutes, which means that a node just check the state of one 

neighbor per 0.2-0.6 minutes. This time interval is very 

large and it cannot raise too much communication burden 

for the network. Consequently, the bagging based predictor 

can be easily applied in different applications, such as P2P 

streaming systems and P2P storage systems.  

Besides, although an N-gram model is used in this 

paper, the cluster information and the bagging framework 

can also be applied to other prediction models, for example, 

Markov chain and the Naïve Bayes Classifier, and we will 

deeply investigate it in our future work. 

5. CONCLUSION 

In this paper, we use the k-means algorithm to cluster the 

nodes into different clusters based on their user behavior 

similarities, and the collection of all trace in a cluster is seen 

as a new information source to enhance the robustness of 

training set for any node in it. To apply this predictor in a 

distribution network, a bagging based algorithm is proposed. 

Evaluation indicates that the N-gram model can obtain good 

performance in availability prediction. Also, in a 

distribution network, the bagging based algorithm can 

achieve satisfying performance. If the parameters are 

selected carefully, it even gets the better result than the 

predictor which is trained by the all nodes information with 

the help of a global center. 
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Figure 3. The performance in the distribution environment 

6. RELATION TO PRIOR WORK 

The purpose of the presented work is to predict the node 

availability in distribution networks. Similar problem has 

been investigated in [1-5,11]. For these works, authors 

considered several different simple predictors[1-5,11], 

different features[11], or used a combined predictor by 

mixture-of-experts approach to enhance the prediction 

performance[5]. Commonly, the history trace of a node is 

used for training the model. However, as we know, we 

cannot have too much time to observe the states of nodes 

before training the predictor, which may lead to a data 

sparseness problem. Therefore, our work focuses on how to 

train a reliable predictor by the help of other nodes and how 

to use it in the distributed environment. Moreover, this 

approach may be also useful for different prediction models. 
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