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ABSTRACT

As the semiconductor feature size continuously decreases, the signal
integrity of MLC (multi-level cell) NAND flash memory becomes
degraded, which causes increased bit error rate and short retention
time limit. Since it is well known that cell-to-cell interference (CCI)
is one of the major sources of bit errors, several signal processing
solutions to mitigate or remove the CCI have been developed. Even
though these works show BER (bit error rate) performance improve-
ment with hard-decision error correction, combining an interference
canceller and soft-decision decoding still needs to be studied. In
this research, we derive a mathematical formulation for comput-
ing the likelihood function of the CCI removed signal, and then
propose a conditional LLR (log-likelihood ratio) to represent soft-
reliability information for soft-decision error correction. The pro-
posed soft-information computation scheme is applied to simulated
NAND flash memory, and it is demonstrated that soft-decision error
correction with the CCI removed signal significantly increases the
retention time limit of MLC NAND flash memory.

Index Terms— Cell-to-cell interference, NAND flash memory,
soft-information, error correcting code (ECC)

1. INTRODUCTION

The capacity of NAND flash memory has been increased contin-
uously during the last decade, and as a result, NAND flash mem-
ory devices are used for diverse applications from mobile devices to
SSDs (solid state drives). However, it is quite challenging to fur-
ther increase the memory density partly due to the degraded signal
reliability when the feature size is extremely small. Among various
noise sources, the capacitance coupling effect or cell-to-cell interfer-
ence (CCI) becomes the dominant source of bit errors for sub-20 nm
NAND flash memory. According to [1], the amount of CCI becomes
50 % of the total noise when the pitch size is 20 nm. Therefore, re-
moving the CCI becomes very critical for future generation of high
density NAND flash memory.

There have been several works to develop signal processing so-
lutions for the CCI cancellation. In [2], data post-compensation and
pre-distortion techniques were proposed. Also, in [3], an adaptive
LMS (least mean square) filter based coupling canceller was stud-
ied. Even though these techniques offer promising solutions for the
CCI cancellation, they require unquantized threshold voltage signals
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as input, which is not practical when high speed memory access is
needed. Recently, we proposed a least squares based CCI canceller
(LS-CCIC) that shows satisfactory bit error correcting performance
even with a small number of voltage sensing operations [4]. These
previous works mainly focused on developing efficient CCI cancel-
lation algorithms, but soft-decision error correction with the CCI re-
moved signal still needs to be studied.

In this work, we propose a soft-information computation scheme
to utilize the CCI removed signal for soft-decision error correction in
NAND flash memory. Since the probability density function (PDF)
of the CCI removed signal is quite different from that of the original
threshold voltage, we derive a mathematical formulation for comput-
ing the likelihood function of the CCI removed signal, and then pro-
pose a soft-information computation scheme. The proposed method
is applied to simulated NAND flash memory, and the BER (bit error
rate) performance of a message passing decoder is evaluated.

This paper is organized as follows. Section 2 explains the signal
modeling in 2-bit MLC (multi-level cell) NAND flash memory and,
also, the CCI canceller. In Section 3, we derive the likelihood func-
tion of the CCI removed signal and propose a method for computing
the conditional LLRs (log-likelihood ratios) for soft-decision error
correction. In Section 4, experimental results are shown. Finally,
concluding remarks are made in Section 5.

2. BACKGROUND

In this section, we explain the signal modeling of 2-bit MLC NAND
flash memory as well as CCI cancellers that were previously pro-
posed in [3, 4].

2.1. Signal modeling of 2-bit MLC NAND flash memory

The output signal obtained from 2-bit MLC NAND flash memory is
frequently modeled as shown in Fig. 1. Multi-page programming is
widely used in MLC NAND flash memory to reduce the amount of
CCI while achieving a high write throughput [5]. In this program-
ming scheme, LSB (least significant bit) and MSB (most significant
bit) pages are programmed sequentially as shown in Fig. 2. After
the LSB page programming, the CCI induced by programming of
the neighboring cells is added to the threshold voltage of the victim
cell, and the resulting voltage becomes VL. In this paper, the mean
of VL is denoted as either m1 or m0 depending on the LSB value
of a cell as shown in Fig. 2. When the MSB page programming is
conducted, the threshold voltage becomes VM . Because of the incre-
mental stair pulse programming (ISPP), which results in an uniform
threshold voltage distribution with the width of ∆Vpp, a tight thresh-
old voltage bound can be achieved as shown in Fig. 2.
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Fig. 1. Signal modeling for 2-bit MLC NAND flash memory.
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Fig. 2. Threshold voltage distribution of 2-bit MLC NAND flash
memory.

The cell-to-cell interference is caused by the parasitic capacitor
coupling effect among the adjacent cells. Thus, when one cell is
programmed, the threshold voltages of both the target and the sur-
rounding cells increase [6]. The amount of interference that the vic-
tim cell receives, VCCI , can be represented as a linear combination
of the threshold voltage shifts of the neighboring cells. In addition,
the data retention problem, which is caused by the charge loss at the
floating-gate, induces a negative shift of the threshold voltage, VR.
Thus, the threshold voltage of one cell becomes

VTH = VM + VCCI + VR. (1)

According to [7], the PDF (probability density function) of VTH

can be modeled as a Gaussian mixture, and its mean and standard
deviation values can be found by parametric estimation methods. In
this paper, we denote the mean and standard deviation of the input
symbol k as mk and σk, respectively, for k = 11, 01, 00, and 10 as
shown in Fig. 2. After memory sensing operations, VQ that includes
the quantization effect on the threshold voltage signal is observed.

2.2. Cell-to-cell interference cancellation

The CCI canceller removes the correlation among the cells by em-
ploying signal processing algorithms that are similar to the adaptive
equalization [2, 3, 4]. According to [4], the amount of interference
can be estimated as follows:

VCCI =

M−1∑
i=0

Ci ·∆V [i]. (2)

In Eq. (2), ∆V [i] denotes the observed threshold voltage shift of
the i-th neighbor cell. Note that M represents the number of inter-
ferencing cells and is either 3 (for odd victim cells) or 5 (for even
victim cells) [6]. The CCI canceller coefficients are denoted as Ci,
and finding the optimal values of them is very important to achieve a
satisfactory BER performance. In [3], the adaptive LMS (least mean
square) filtering is used to obtain Ci, while a least squares based ap-
proach is employed in [4]. Once the amount of CCI is estimated by
using Eq. (2), it needs to be subtracted from the quantized mem-
ory sensing output signal VQ. As a result, the CCI removed signal
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Fig. 3. Distribution of the CCI removed threshold voltage signals.

becomes
VO = VQ − VCCI . (3)

The optimal memory sensing schemes for the CCI canceller vary
depending on the location of the sensed cells [4]. For victim cells,
the MMI (maximum mutual information) quantization scheme that
employs non-uniform quantization steps is suitable [8]. On the other
hand, it was demonstrated that only a 4-level uniform quantizer (i.e.
similar to normal hard-decision sensing) is enough for the surround-
ing cells to ensure satisfactory error correction performance of the
CCI canceller [4].

3. SOFT-DECISION ERROR CORRECTION WITH
CCI REMOVED SIGNAL

Accurate assessment of soft-information is important for soft-
decision decoding to obtain the best error correcting performance.
When the CCI cancellation is not applied, the likelihood function
of the threshold voltage signal can be approximated to a Gaus-
sian function, and hence computing LLR (log-likelihood ratio) is
straightforward [9]. However, the distribution of the CCI removed
signal is quite different from the original one as depicted in Fig. 3. In
this section, we estimate the likelihood function of the CCI removed
signal VO and propose a soft-information computation scheme for
reliable soft-decision error correction.

3.1. Estimation of CCI removed signal distribution

In order to estimate the likelihood function of the CCI removed sig-
nal, we need to derive those of VCCI and VQ. Let us denote the like-
lihood functions of VCCI and VQ as fVCCI |X(v|k) and fVQ|X(v|k),
respectively. Note that X represents the input symbol and k corre-
sponds to 11, 01, 00, or 10.

As explained in Section 2, VCCI can be modeled as a linear
combination of ∆V [i] that is i.i.d (independent and identically dis-
tributed). Thus, we can derive the mathematical formulation for the
PDF of VCCI by using that of ∆V [i]. As shown in Fig. 1, ∆V [i]
is equal to VTH [i] − VL[i], and the PDFs of VTH and VL can be
approximated to Gaussian mixtures according to [7]. As a result,
f∆V (v) can also be represented as a Gaussian mixture as follows:

f∆V (v) =
∑
k

Pk ·N(mk −mkL , σ
2
k + σ2

kL
), (4)

where kL and Pk denote the LSB symbol and the probability of the
input symbol k, respectively. Note that N(m,σ2) represents a Gaus-
sian distribution whose mean and variance are m and σ2, respec-
tively. By using Eq. (4), the mean and the variance of VCCI can be
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Fig. 4. Cumulative density functions of VCCI and its Gaussian ap-
proximation.

computed quite simply as follows:

E[VCCI ] = mVCCI =

M−1∑
i=0

Ci · E
[
∆V [i]

]
(5)

and

V ar[VCCI ] = σ2
VCCI

=

M−1∑
i=0

C2
i · V ar

[
∆V [i]

]
. (6)

Since VCCI is independent from the input symbol of the victim cell
k, fVCCI |X(v|k) becomes N(mVCCI , σ

2
VCCI

). Figure 4 shows the
CDFs (cumulative density functions) of VCCI and its Gaussian ap-
proximation, and we can find that they are quite similar.

Next, let us find the likelihood function of VQ. Recall that VQ

is the output of memory sensing applied to the victim cell. If we
assume that an Nq-level MMI quantizer is used for memory sensing
(e.g. Fig. 5 shows a 7-level MMI quantizer), the voltage region is
divided into Nq levels and the likelihood function of VQ becomes

fVQ|X(v|k) =
Nq−1∑
j=0

Pk,j · δ(v − rj), (7)

where rj denotes the representative value of the voltage region
(qj , qj+1]. Note that Pk,j is the probability that the input symbol k
falls into the voltage region j and δ(x) is the delta function.

If VCCI and VQ are independent each other, the likelihood func-
tion of VO is the convolution of fVQ|X(v|k) and fVCCI |X(−v|k)
according to Eq. (3). In reality, however, VCCI and VQ are not in-
dependent. Let us assume that 7-level voltage sensing is applied as
shown in Fig. 5. If a cell whose input symbol is 01 has a threshold
voltage at the region 3, it is highly likely that the cell has received
quite large CCI. On the other hand, if one cell has an input symbol
00 and is observed at the same voltage region, the amount of CCI is
probably small.

In order to compensate the correlation between VCCI and VQ,
we modify the likelihood function of VQ as follows:

fVQ|X(v|k) =
Nq−1∑
j=0

Pk,j · δ(v − rk,j), (8)

where

rk,j =

{
Gk(qj−1, qj) if (qj−1, qj ] is an erasure region,
rj otherwise.

(9)
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In Eq. (9), Gk(qj−1, qj) represents the center of mass or centroid of
the region (qj−1, qj ] and can be computed as

Gk(qj−1, qj) =

∫ qj
qj−1

vfVTH |X(v|k)dv∫ qj
qj−1

fVTH |X(v|k)dv
. (10)

In the modified likelihood function of VQ, the representative value
of the erasure region is divided into two distinct ones depending on
the input symbol. For example, r3 (dotted arrow in Fig. 6) is divided
into r01,3 and r00,3 (solid arrows in Fig. 6). By subtracting VCCI

from r01,3 (r00,3) rather than r3, we can compensate the effect of
large (small) CCI on the cells that have input symbols of 01 (00) and
are observed at the voltage region 3.

By using fVQ|X(v|k), fVCCI |X(v|k), and Eq. (3), we can ob-
tain the likelihood function of VO as follows:

fVO|X(v|k) = fVQ|X(v|k)
⊗

fVCCI |X(−v|k). (11)

Note that
⊗

denotes the convolution operation. Figure 6 shows the
threshold voltage distribution after the convolution.

3.2. Soft-information computation

By using the likelihood function of the CCI removed signal, we can
define soft-information for LSB and MSB pages as follows:

ΛL(v) =


ΛMAX if v < r2 −mVCCI ,

ln
fVO|X (v|01)

fVO|X (v|00) if r2 −mVCCI ≤ v < r4 −mVCCI ,

−ΛMAX if r4 −mVCCI ≤ v,

(12)
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and

ΛM (v) =



ΛMAX if v < r0 −mVCCI ,

ln
fVO|X (v|11)

fVO|X (v|01) if r0 −mVCCI ≤ v < r2 −mVCCI ,

−ΛMAX if r2 −mVCCI ≤ v < r4 −mVCCI ,

ln
fVO|X (v|10)

fVO|X (v|00) if r4 −mVCCI ≤ v < r6 −mVCCI ,

ΛMAX if r6 −mVCCI ≤ v,
(13)

where ΛMAX is a large positive constant. In order to reduce the
computational overheads and offer more reliable soft-information,
the LLR is set to ΛMAX or −ΛMAX when the ECC decoding out-
put is quite obvious. Equations (12) and (13) are for the case when
7-level voltage sensing is applied to the victim cells, and these equa-
tions can be modified quite easily when more voltage sensing oper-
ations are applied.

4. EXPERIMENTAL RESULTS

We conducted experiments to evaluate the post-ECC BER perfor-
mance of the proposed soft-information computation scheme. Dur-
ing the experiments, the data samples obtained from the simulated
2-bit MLC NAND flash memory model [10] were used. Each block
of the hypothetical NAND flash memory has 128 K bit-lines and 64
word-lines with the even/odd bit-line structure.

The post-ECC error performance of a (68254, 65536) EG-LDPC
(Euclidean geometry low-density parity check) code [9] with the
min-sum decoding algorithm was measured while changing the re-
tention time. Also, we employed the least squares based CCI can-
celler (LS-CCIC) for CCI removal [4]. The 7-, 10-, and 13-level
MMI quantizers are employed for the victim cells, while the 4-level
uniform quantizer is used for the surrounding cells. For the com-
parison purpose, the error performances of soft-decision decoding
without applying LS-CCIC are also presented. Note that 7-, 10-, and
13-level MMI quantizers demand 6, 9, and 12 sensing operations, re-
spectively, while the 4-level uniform quantizer needs 3 sensing oper-
ations for each cell. To remove the CCI for the even victim cells, the
five neighboring cells need to be read additionally, which demands 9
voltage sensing operations. For the odd victim cells, the three neigh-
boring cells need to be read, and thus 6 more sensing operations are
required.

Figure 7 shows the error performance of even MSB pages. Since
the BER performance of LSB pages is quite similar to that of MSB
pages except that all the curves are shifted to the right (higher reten-
tion time), we do not present it here. From Fig. 7, we can find that
the BER performance is substantially improved by using the pro-
posed soft-information computation scheme. The error performance
of the LS-CCIC with 13-level quantization (‘LS-CCIC, 13-level’ in
Fig. 7) is significantly improved when compared to the ‘LDPC, un-
quantized’ case that does not employ the LS-CCIC. Even for the
‘LS-CCIC, 7-level’ case, which demands 15 voltage sensing oper-
ations, its tolerable retention time is about three times longer than
that of the ‘LDPC, 16-level’ case that requires the same number of
voltage sensing operations.

Figure 8 shows the error performance for odd MSB pages. We
can find that applying soft-decision error correction slightly im-
proves the error performance even when the LS-CCIC is employed.
The odd pages are less severely affected by the CCI than the even
ones, thus removing the CCI does not guarantee a large improvement
on the error performance. However, the retention time limits of odd
pages are much longer than those of even pages. Thus, improving
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the BER performances of even pages is more important to increase
the overall retention time limit of NAND flash memory.

5. CONCLUDING REMARKS

We have developed a soft-information computation method in order
to combine the CCI cancellation algorithms and soft-decision error
correction in MLC (multi-level cell) NAND flash memory. We de-
rived a mathematical formulation for the likelihood function of the
CCI removed signal and used it for soft-information computation.
The developed algorithm is evaluated by using a simulated NAND
flash memory model, and we obtain significant improvement on the
worst case (even pages) post-ECC BER performance even when only
a limited number of voltage sensing operations are used.
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