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ABSTRACT

This report proposes a new tone mapping operation which
is implemented in integer input and integer output. A tone
mapping operation (TMO) generates a low dynamic range
(LDR) image from a high dynamic range (HDR) image. Since
pixel values of an HDR image are generally expressed in a
floating point data format, e.g. RGBE, OpenEXR, a TMO
is also implemented in floating point calculations in conven-
tional approaches. However, it requires huge memory re-
sources, even though a resulting LDR image is expressed in
simple integer. We perform a TMO with integer input and
integer output to reduce memory resources. It is experimen-
tally confirmed with PSNR and contrast evaluations that the
proposed method offers LDR images of visually high quality
comparable to the conventional method.

Index Terms— high dynamic range, image signal, tone
mapping, integer operation

1. INTRODUCTION

Recently, high dynamic range (HDR) images have been
spreading rapidly from the field of photographic and com-
puter graphics, to the other fields such as medical imaging
and car-mounted camera. On the contrary, the next generation
display devices which can accept so wide range of dynamics
of pixel values in HDR images are not popular yet. There-
fore, a tone mapping operation (TMO) is important to reduce
dynamic range of HDR images so that is can be treated with
conventional display devices.

So far, various investigations have been done on TMOs.
Most of those were concentrated on finding a tone mapping
function suitable for human visual system [1–4]. Recently,
some reports dealt with reducing communication cost com-
bining with data compression technologies [5–8]. Unlike
those previous reports, this report discusses on ’resources’ of
a TMO such as memory space or computational cost for light
implementation of tone mapping.

In general, it is important to reduce memory space and
computational cost in image processing, including tone map-
ping we are discussing here. Heavy demand for computa-
tion is continuously increasing, e.g. large variety of color

depth, huge size of images and resolution of displaying de-
vices. Therefore, it is still necessary to consider how to imple-
ment signal processing under limited resources for economic
reason, even though faster machines appear in the future. Es-
pecially, a TMO requires heavy resources, since it is gener-
ally composed of ’floating point’ operations for an HDR data
format such as RGBE and OpenEXR [2]. In this report, we
implement a TMO with ’integer’ operations.

A fast and flexible TMO has been proposed in [9]. Vis-
ibility and contrast were simply controlled with a single pa-
rameter. However it does not directly contribute to reducing
resources. A global tone mapping in [1, 2] has been widely
used due to its simplicity. However, a function for this TMO
is limited to a specific one. Moreover, a function itself is just
a part of whole TMO.

Unlike those conventional approaches, our method is
based on ’integer’ operations of tone mapping for reduction
of memory resources. Considering not only a function itself
but also whole procedure of a TMO, we try to resolve the
essential problem on high demand of resources.

In our method, any kind of functions can be utilized as a
global tone mapping. It offers almost the same result of tone
mapping as a conventional method under reduced resources
of computation. We show that memory resources are reduced
by our method. As a result, it enables 8 bit integer operation.
We also confirm that the proposed method offers high quality
of tone mapped images comparable to a conventional method.

2. PHOTOGRAPHIC TONE REPRODUCTION

Procedure of a tone mapping is described as below. It gen-
erates an integer low dynamic range (LDR) image from a
floating-point HDR image. Fig. 1 illustrates one of well-
known tone mapping procedures [1]. Firstly it calculates
world luminance Lw(p) of a pixel p as

Lw(p) = 0.27R(p) + 0.67G(p) + 0.06B(p), (1)

where R(p), G(p), and B(p) are floating-point RGB values
of the input HDR image. Next, the scaled luminance L(p) is
calculated by

L(p) = k · Lw(p)

L̄w
, (2)
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Fig. 1. Photographic Tone Reproduction

where k ∈ [0, 1] is a parameter called “key value.” L̄w de-
notes geometric mean of the world luminance Lw(p). It is
defined as

L̄w = exp

(
1

N

∑
p

loge (Lw(p))

)
, (3)

where N is the total number of pixels in the input HDR image.
Note that Eq. (3) has singularity due to zero value of Lw(p).
It is avoided by introducing a small value in [1]. However,
its arbitrariness is not negligible for pixel values in a floating
point format, since its pixel value is also small. Therefore, in
this report, we include nonzero values only in the geometric
mean. Next, display luminance Ld(p) is computed with a tone
mapping function y() as

Ld(p) = y(L(p)), (4)

where Reinhard’s global operator [1] is specified as

yReinhard(L(p)) =
L(p)

1 + L(p)
. (5)

Finally, floating-point LDR pixel value CF (p) is derived as

CF (p) = Ld(p) ·
C(p)

Lw(p)
, (6)

where C(p) ∈ {R(p), G(p), B(p)} is the RGB value of input
HDR image, and CF (p) ∈ {RF (p), GF (p), BF (p)}. More-
over, 8-bit integer LDR value CI(p) is generated as

CI(p) = round (CF (p) · 255) , (7)

where round(x) rounds x to the nearest integer value and
CI(p) ∈ {RI(p), GI(p), BI(p)}.

It should be noted that each procedure in Fig. 1 outputs
pixel value in ’floating point’ data except the final output
CI(p). Therefore this ’floating point’ tone mapping opera-
tion requires huge memory resources, e.g. memory space and
bit depth.

Fig. 2. Proposed method outline

3. PROPOSED METHOD

3.1. Proposed Method Outline

The proposed method suits HDR images in a variety of for-
mats such as the RGBE and the OpenEXR [2]. In our method,
the HDR image data is transformed to integer values based on
the HDR image format. After that, the integer data are tone
mapped according to the flow shown in Fig. 2.

3.2. Floating Point Pixel Value

This report deals with the RGBE format as an example of
floating point data format of HDR images. It uses 32 bits per
pixel in total. It consist of 8 bit common exponent and 8 bit
mantissa for each RGB channel [2]. Its exponent FE(p) and
mantissa FM (p) for floating-point value F (p) are calculated
by

FE(p) = ⌈log2 F (p) + 128⌉ , (8)

FM (p) =
⌊
F (p) · 2136−FE(p)

⌋
, (9)

where 0 ≤ FE(p) ≤ 255 and 0 ≤ FM (p) ≤ 255. In the
equation above, ⌈x⌉ rounds x to the nearest integer greater
than or equal to x, and ⌊x⌋ rounds x to the nearest integer
less than or equal to x. In this format, the original floating
point value F (p) is represented as

F (p) =
FM (p) + 0.5

256
· 2FE(p)−128. (10)

3.3. New Tone Mapping Procedure

Fig. 2 illustrates diagram of the proposed method. Unlike
the conventional method in Fig. 1, all the values except the
original input C(p) are expressed as integers. Therefore it is
expected to reduce the resources.

The proposed method converts the original HDR pixel
in floating point value into ’integer’ at the first stage. The
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common exponent, CE(p), and each RGB value mantissa,
CM (p), are converted as

CE(p) = ⌈log2{max(R(p), G(p), B(p)}+ 128⌉ , (11)

CM (p) =
⌊
C(p) · 2136−CE(p)

⌋
, (12)

where 0 ≤ CE(p) ≤ 255, 0 ≤ CM (p) ≤ 255, and CM (p) ∈
{RM (p), GM (p), BM (p)}. If max (R(p), G(p), B(p)) <
10−38, this method sets CE(p) = CM (p) = 0 [2]. And if
CM (p) = 256, this method sets CM (p) = 255. Next, the
integer values pair for world luminance Lw(p) is calculated;
exponent LwE (p) and mantissa LwM (p) of world luminance
Lw(p) are given as

LwE (p) = ⌈log2(ML(p) + 0.5) + CE(p)− 8⌉ , (13)

LwM (p) =
⌊
(ML(p) + 0.5) · 2CE(p)−LwE

(p)
⌋
, (14)

ML(p) = 0.27RM (p) + 0.67GM (p) + 0.06BM (p), (15)

where 0 ≤ LwE (p) ≤ 255 and 0 ≤ LwM (p) ≤ 255. If
CM (p) = 256, this method sets CM (p) = 255. Next, integer
valued geometric mean is calculated; exponent L̄wE (p) and
mantissa L̄wM

(p) of geometric mean L̄w are derived as

L̄wE = ⌈ALwM +ALwE − 8⌉ , (16)

L̄wM =
⌊
2ALwM

+ALwE
−L̄wE

⌋
, (17)

ALwE =
1

N

∑
p

LwE (p), (18)

ALwM
=

1

N

∑
p

log2 (LwM
(p) + 0.5) , (19)

where 0 ≤ L̄wE
≤ 255 and 0 ≤ L̄wM

≤ 255. Here, L̄wE
and

L̄wM are computed by only non-zero LwE (p)’s. Then, scaled
luminance L′(p) is restored as a floating-point value by

L′(p) = k · LwM (p) + 0.5

L̄wM

· 2LwE
(p)−L̄wE . (20)

Display luminance L′
d(p) is given by

L′
d(p) = y′ (L′(p)) . (21)

For example, tone mapping function y′() which corresponds
to Eq. (5) is

y′Reinhard (L
′(p)) =

L′(p)

1 + L′(p)
. (22)

Finally, floating-point LDR RGB value C ′
F (p) is calculated

as

C ′
F (p) = L′

d(p) ·
CM (p) + 0.5

LwM
(p) + 0.5

· 2CE(p)−LwE
(p), (23)

where C ′
F (p) ∈ {R′

F (p), G
′
F (p), B

′
F (p)}. The final LDR im-

age is obtained by rounding C ′
F (p) to integer values by

CI(p) = round (C ′
F (p) · 255) . (24)

Outputs of Eqs. (20), (21), and (23) are floating-point values,
but Eqs. (20), (21), (23), and (24) can be implemented as a
single function as shown in Fig. 2. However, it is necessary
to further break down ideally.

As we have shown above, the proposed method is im-
plemented with ’integer’ input and ’integer’ output. It con-
tributes to reduce memory resources as confirmed in the next
section.

4. EXPERIMENTAL RESULTS

This section compares the proposed and the conventional [1]
method using HDR images in RGBE format. All floating
point values are computed and stored in double precision for-
mat. Eq. (5) is used as the tone mapping function.

4.1. LDR Image Comparison

LDR image produced by the proposed and the conven-
tional [1] method are subjectively compared from the view-
points of visual quality, the peak signal-to-noise ratio (PSNR),
and the maximum error. Figure 3 shows LDR images. It indi-
cates that it is impossible for human eyes to distinguish these
two images.

Table 1 shows PSNR and the maximum error of RGB val-
ues for 32 HDR images in which LDR images produced by
the conventional method are used as reference images. From
Table 1, the worst PSNR was observed to be 49.7 dB and the
maximum error was 4. It can be concluded that these two

Conventional Method Proposed Method

Fig. 3. LDR Image Comparison (It is impossible to distin-
guish these two images.)
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Table 1. PSNR and Maximum Error Results
Image PSNR[dB] Error Image PSNR[dB] Error

1 57.2 1 17 60.9 1
2 61.7 1 18 63.8 1
3 60.2 1 19 49.7 4
4 60.7 1 20 57.0 1
5 61.7 1 21 60.5 1
6 56.8 1 22 57.2 1
7 60.8 1 23 59.7 1
8 57.2 1 24 60.7 1
9 58.5 1 25 54.1 2

10 62.4 1 26 57.8 1
11 58.9 1 27 59.4 1
12 53.6 2 28 58.1 1
13 62.4 1 29 58.1 1
14 57.3 1 30 56.5 1
15 60.5 1 31 60.9 1
16 59.7 1 32 57.0 1

methods are objectively comparable. It should be noted that
pixel values sometimes exceed the range representable by the
HDR image format in the tone mapping procedure, even the
proposed method takes account into HDR image format in
converting floating point values into integers. Therefore LDR
images produced by the proposed method are slightly differ-
ent from those by the conventional method. However the er-
rors are too small to affect the subjective visual quality.

4.2. Comparison on Contrast

Contrast of images is one of very important factors for evalu-
ating image quality [10–13]. Therefore we evaluate the con-
trast for LDR images with two metrics [10, 11] as below.
Table 2 shows a result of contrast evaluation. It shows that
the proposed method with integers keeps the contrast equiva-
lent to the conventional method with double precision floating
point values. In another metric [12], the result was similar.

4.3. Comparison on Memory and Bit Depth

Table 3 summarizes memory resources required to store data
in the TMO. It indicates that the proposed method signifi-
cantly reduces memory resources comparing to the conven-
tional method. The memory resources to store data are re-
duced from 192 to 32 bit/pixel (16.7 %) at maximum by the
proposed method. When we pay attention to bit depth of indi-
vidual input and output, the conventional method requires 64
bit (double precision) for each input-output in the TMO. On
the contrary, the proposed method requires only 8 bit (inte-
ger) for each input-output, since all integer input-output are in
the range from 0 to 255. The bit depth for each input-output
is also reduced from 64 to 8 bit (12.5 %) by the proposed
method.

Table 2. Contrast Comparison
Edge content Relative Entropy

Image based contrast [10] [11]
conventional proposed conventional proposed

1 3.46 3.48 0.099 0.099
2 9.89 9.89 0.033 0.033
3 6.37 6.38 0.007 0.007
4 6.37 6.38 0.021 0.021
5 7.83 7.83 0.011 0.011
6 4.64 4.65 0.010 0.010
7 10.55 10.55 0.033 0.033
8 9.99 9.99 0.014 0.014
9 12.09 12.09 0.027 0.027
10 3.94 3.94 0.004 0.004
11 5.06 5.08 0.018 0.018
12 6.76 6.76 -0.014 -0.014
13 6.19 6.18 0.029 0.029
14 7.19 7.18 0.025 0.025
15 4.75 4.75 0.011 0.011
16 3.85 3.87 0.011 0.011

Table 3. Memory Comparison
Input/Output Memory

Data Conventional Proposed
HDR RGB values 192 bit/pixel 32 bit/pixel
World Luminance 64 bit/pixel 16 bit/pixel
Geometric Mean 64 bit 16 bit

Scaled Luminance 64 bit/pixel -
Display Luminance 64 bit/pixel -

LDR Floating RGB values 192 bit/pixel -
LDR integer RGB values 24 bit/pixel 24 bit/pixel

5. CONCLUSION

In this report, we proposed an efficient integer operation for
tone mapping of HDR images expressed in a floating point
data format. Our method replaces floating point pixel value
data in the conventional method with integers. It was con-
firmed that the memory resource were reduced to 16.7 % at
maximum and that the bit depth for individual input-output
was reduced to 12.5 %. It contributes to reduce memory re-
sources of a tone mapping operation. It was also confirmed
that there is almost no difference in LDR images between the
proposed method and the conventional method with evalua-
tions based on PSNR and contrast metrics.
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