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ABSTRACT

This paper investigates a novel combination of Co-occurrence of ad-
jacent Local Binary Patterns histogram and Local Binary Patterns
feature extraction methods for face detection in mobile phone appli-
cations. In particular, Co-occurrence of adjacent Local Binary Pat-
terns histogram feature extraction provides exceptionally high dis-
criminative power in face/non-face classification and hence is used
to ensure the high accuracy of the proposed face detector. Local Bi-
nary Patterns feature extraction has low computation complexity and
is thus used to reduce the overall processing speed. In the conducted
face detection experiments, the proposed face detector yields com-
parable or better performance as well as faster computation speed
than the existing best methods.

Index Terms— Frontal face detection, Feature extraction, Lo-
cal Binary Patterns, Mobile Phone

1. INTRODUCTION

Due to a growing market, face detection in mobile phone applica-
tions has gained much attention in both industry and research stud-
ies. Although many face detection algorithms exist, only a few were
dedicated to the challenges introduced by mobile phones. Face de-
tection under mobile phone environment is different from general
cases [1]. In summary, it has the following advantages: (1) The face
images are mostly frontal with less pose variations. (2) The face
images are mostly in ”close-range” with higher resolution. Thus,
additional information is available and significantly less detection
frames need to be processed. Conversely, the following challenges
are introduced: (1) The mobility ensures that lighting conditions are
highly variable, causing performance degradations to many existing
face detection algorithms. (2) Compared to high performance de-
vices such as PC and workstation, the computational resources on
mobile phones are limited. However, smart-phones nowadays are
better equipped compared to conventional mobile phones, allowing
more sophisticated face detection algorithms to be developed.

Recently, one of the most popular face detection algorithms:
Viola-Jones face detector [2] was successfully implemented on mo-
bile phones [1, 3, 4, 5, 6], demonstrating accurate face detection
in real-time. However, the simplicity of Haar-like features used in
Viola-Jones face detector causes the performance to be limited under
many complications, such as illumination variations. Alternatively,
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a significant amount of attention has been paid to Local Binary Pat-
terns (LBP) feature. Compared to Haar-like features, LBP features
exhibit higher discriminative power from texture patterns and more
robustness against illumination variations; in addition, fewer arith-
metics are required to extract LBP features.

In [7], Hadid et al had first successfully applied LBP histogram
features in face detection, showing exceptionally high discriminative
power in face/non-face classification. Many variants of LBP features
were also considered for face detection. For example, Improved LBP
was proposed by Jin et al [8] to capture more information using 9-
bit codes by threshold on the mean calculated from 3 × 3 pixels
neighbourhood. In [9], Zhang et al extracted texture patterns from
neighbouring rectangular blocks in different scales to capture larger
scale structures. Co-occurrence of multiple LBPs were considered
in [10] to increase discriminative power for frontal face detection.
Many other variations of LBP features were proposed in [11, 12, 13,
14, 15, 16]. Although LBP features have been widely studied for
general purpose face detection, very few work has focused on its
applications in mobile phones.

In this research study, we propose a novel combination of two
LBP feature extraction variants: Co-occurrence of Adjacent Local
Binary Patterns and Local Binary Patterns to enhance the face detec-
tion performance for mobile phone applications. The proposed face
detector is compared to other state-of-the-art face detectors through
face detection experiments.

The remaining of the paper is organized as follows: the proposed
face detector design is discussed in Section 2; face detection experi-
ments are presented in Section 3; computation analysis is discussed
in Section 4; lastly, conclusion in Section 5.

2. THE PROPOSED FACE DETECTOR

The overall proposed face detector system is shown in Figure 1. To
ensure processing speed, Boosting learning and Attentional Cascade
structure based classification is used. LBP features are extracted for
the following reasons: (1) Simplicity in computation for fast pro-
cessing and to avoid complicated arithmetics. (2) High discrimi-
native power ensures that only a small number of features are re-
quired for accurate face detection which results in faster processing
and training. (3) Higher robustness against illumination variations
than many other simple features due to threshold scheme.

Specifically, two types of complementary LBP features are ex-
tracted: original LBP features that are simple to extract for fast pro-
cessing, as well as Co-occurrence of Adjacent LBP histogram fea-
tures that are more expensive to extract, but have higher discrimina-
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Fig. 1. Block diagram of the proposed face detector

tive power. Previous studies have explored such an approach; using
dual LBP feature extractions to increase face detection performance
was first proposed in [14] for surveillance applications.

2.1. Local Binary Patterns Feature Extraction

Local Binary Patterns can be extracted according to Equation 1 and
only a few simple arithmetics are required.

LBPP,R(x, y) =

P−1∑
p=0

σ(ip − ic)2p (1)

where ic is the center pixel at location (x, y) of the image, ip are the
eight surrounding pixels and σ(x) is a threshold function.

The pattern extracted from every pixel is a feature and multi-
branch decision tree is used for classification as in [9]. The desired
number of features are selected using Gentle AdaBoost algorithm [9]
to construct accurate face classifiers. Therefore, only a small amount
of features are extracted for online face detection. Conversely, since
the maximum number of LBP features is limited by the image’s di-
mension, the discriminative power of LBP features is also limited.

2.2. Co-occurrence of Adjacent Local Binary Patterns His-
togram Feature Extraction

Compared to the label based LBP features, LBP histogram features
[7] demonstrate higher discriminative power for face/non-face clas-
sification. However, packing LBPs into histogram discards the spa-
tial information between LBPs. In [17], Nosaka et al had demon-
strated that by considering spatial relationships between LBP pairs,
Co-occurrence of Adjacent LBP histogram is able to accurately ex-
press a richer set of texture patterns, hence providing even higher
discriminative power compared to original LBP histogram features.

To extract Co-occurrence of Adjacent LBP, the encoding method
proposed in [17] is used: Simplified LBP (+) operator as illustrated
in Equation 2 where ip is the sampling points at radius S away from
the center pixel ic and σ(x) is a threshold function.

LBP+
S (xc, yc) =

∑
p∈{(±S,0)T ,(0,±S)T }

σ(ip − ic)2p

(2)

Four 2-D histograms are used to capture both local texture patterns
and correlation between spatially adjacent features in four directions:
{0,∆R}T , {∆R, 0}T , {∆R,∆R}T , {−∆R,∆R}T . The 2-D his-
togram is defined in Equation 3 where I is the image, r is every pixel
in I andR is the distance between two adjacent LBPs. The final fea-
ture vector is produced by concatenating the four histograms where
each histogram has length 16× 16.

Hi,j(R) =
∑
r∈I

fi(r)fj(r +R)T

fi(r) =

{
1 if LBP (r) = i

0 otherwise

(3)

Parameter values S and R in Equation 2 and 3 will affect sta-
bility and discriminative power of the extracted features. Relatively
large values are able to target texture patterns in large scale, but they
also decrease the amount of extracted texture patterns, causing insta-
bility to histogram. A range of values is suggested in [17] targeting
the size of facial features: S = {1, · · · , 5} and R = {1, · · · , 20}.
Through face/non-face classification experiments, we have tested all
parameter combinations and the most effective pair (S = 1, R = 2)
is selected for the following face detection experiments.

For the proposed face detector, Co-occurrence of Adjacent LBP
histogram features are extracted from 88 × 88 pixels since the face
images are captured in ”close-range” for this particular application.
Features are extracted in two configurations: 1. Global histogram
extracted from the entire image; 2. Regional histograms extracted
from nine 44×44 pixels regions overlapping 22×22 pixels between
regions (proportionally same as in [7]).

For classification, each bin of the Co-occurrence of Adjacent
LBP histogram is a feature and each weak classifier consists of only
a single feature. Gentle AdaBoost algorithm [18] is used to select
the best performing weak classifiers to construct strong classifier.
Among the variants of Boosting algorithms, Gentle AdaBoost is
proved to have higher performance for face detection [18].

A simple experiment is conducted to evaluate Co-occurrence of
Adjacent LBP histogram feature in Boosting based face classifica-
tion. A large face image dataset is used for this experiment contain-
ing variations including costumes, facial expression, pose and illu-
mination conditions. Specifically, 9, 916 face images were collected
by combining Viola and Jones dataset and Ole Jensen dataset [19]; as
well as more than 100, 000 negative training images extracted from
2, 000 high resolution images collected from the Internet which con-
tain no face. All the images are resized to 88 × 88 pixels. From
the entire dataset, 7, 916 face images and 10, 000 non-face images
were randomly selected for classifier training and another indepen-
dent 2, 000 face images and 10, 000 non-face images were randomly
selected for validation. The classification performance is evaluated
using Performance Rate (PR) on the validation dataset. PR is defined
to be the accuracy in the ROC space [20]: PR = TP+TN

N
where TP

is the number of correctly classified faces, TN is the number of cor-
rectly classified non-faces and N is the total number of images.

Strong classifiers are trained using increasing numbers of weak
classifiers, and the performance is compared between Co-occurrence
of Adjacent LBP histogram feature and LBP histogram feature [7].
As shown in Figure 2, Co-occurrence of Adjacent LBP histogram
feature has demonstrated very high discriminative power.

2.3. Cascade Classifiers

To ensure processing speed, face classifiers with different complexi-
ties are grouped in cascade stages, as shown in Figure 3. Each stage
consists of a strong classifier trained using Gentle AdaBoost algo-
rithm. A candidate window passes stage i if the classification out-
put by classifier i is greater than the stage threshold Thi. A detec-
tion window becomes face candidate if it passes all N stages. The
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Fig. 2. Face classification experiment result

stages are arranged in increasing complexity, as the first few stages
are trained using LBP feature with a limited number of weak clas-
sifiers, and increasing number of weak classifiers are used in suc-
ceeding stages. Co-occurrence of Adjacent LBP histogram feature
is used in the last stage classifier, since it is very expensive to extract.

Fig. 3. Face classifiers in cascade

3. FACE DETECTION EXPERIMENTS

3.1. Face Detector Training

To train face detector, the same dataset and partitioning method
as described in the face classification experiment in Section 2.2 is
used. The baseline image size (24 × 24 pixels) is applied directly
to LBP feature based classifiers training and the images are resized
to 88 × 88 pixels for Co-occurrence of Adjacent LBP histogram
feature based classifier training.

For high detection accuracy, the LBP feature based classifiers
are trained to have 99.7% true positive rate (TPR) evaluated on val-
idation dataset. The number of features and threshold for each stage
is determined based on a pre-assigned false positive rate (FPR). For
fast processing, a relatively high FPR is allowed in the initial stage
by using only a small number of features. Each succeeding stage use
increased number of features to reduce FPR by around 10% from its
prior stage. However, decreasing FPR by 10% after the 4th stage
requires a large number of features and it was not practical. Hence,
later stages are set to keep FPR at around 20%. The number of stages
is increased until the desired overall performance is achieved.

The final stage is trained with Co-occurrence of Adjacent LBP
histogram features to achieve minimum FPR by using minimum
number of features. Specifically, 400 Co-occurrence of Adjacent
LBP histogram features are selected to achieve around 99% TPR
and 1% FPR. Overall, the face detector achieves 97.2% TPR and
5.76× 10−6 FPR on validation dataset, as summarized in Table 1.

3.2. Face Detection Performance

The proposed face detector is evaluated with two face databases:
BioID database [21] and the Extended Yale Face Database B [22].
The BioID database contains 1, 521 gray scaled images in 384×286
pixels. 1, 521 frontal ”close-range” faces are recorded from 23 hu-
man subjects under ”real world” conditions, having large variations
in face expression, pose and costumes. The frontal pose subset of
the Extended Yale Face Database B is used to evaluate the face de-
tector under illumination complications. This subset contains 1, 820
gray scaled images in 640 × 480 pixels. Frontal ”close-range” face
images are captured from 28 human subjects under 64 controlled
illumination conditions and other variations are minimized.

The correctness of face detection is evaluated on pre-determined
ground truth. The ground truth is generated based on manually
marked eye positions, as illustrated in Figure 5. A detection hypoth-
esis is considered to be correct if it satisfies the following 2 criterions
[11]: (1) The Euclidian distance between center of hypothesis face
box and center of ground truth face box is less than 30% of the width
of ground truth face box. (2) The width of hypothesis face box is
within 50% of the width of ground truth face box.

Fig. 5. Example of ground truth face box generation

The proposed face detector (LBP & Co-occurrence of Adjacent
LBP histogram features) is compared to other popular or best per-
forming face detectors: MB-LBP face detector [9], Haar-like face
detector [18] (haarcascade frontalface alt.xml) and LBP his-
togram face detector [7] (LBP & LBP histogram features). In addi-
tion, it is also compared to a simplified version without considering
co-occurrence of LBPs (LBP & LBP (+) histogram features).

Free Receiver-Operating-Characteristics (FROC) curves are ob-
tained on BioID database to evaluate face detection under normal
conditions, as shown in Figure 4 (a). In general, the LBP face detec-
tors show better performance than the Haar-like face detector, sug-
gesting LBP has exceptionally high discriminative power in face de-
tection. The proposed face detector shows better performance than
LBP (+) histogram face detector, demonstrating higher accuracy
by co-occurrence of adjacent LBPs. However, the proposed detector
shows backward performance compared to MB-LBP face detector.

Similarly, FROC curves are obtained on The Extended Yale Face
Database B to evaluate face detection under controlled illumination
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stage 1 stage 2 stage 3 stage 4 stage 5 stage 6 stage 7 Overall
Number of features 10 20 35 60 120 180 400 -
True Positive Rate 99.7% 99.7% 99.7% 99.7% 99.7% 99.7% 99.0% 97.2%

False Positive Rate 56.7% 40.1% 33.6% 18.6% 19.1% 23.6% 0.9% 5.76× 10−6

Table 1. Face detector stages evaluated on validation dataset. True Positive Rate TPR = TruePositive
Nf

where true positive is correctly

classified face images and Nf is the number of face images in the dataset. False Positive Rate FPR = FalsePositive
Nnf

where false positive is
misclassified non-face images as face and Nnf is the number of non-face images in the dataset.

(a) FROC curve using BioID face database (b) FROC curve using Extended Yale Face Database B

Fig. 4. Face detection results; Detection Rate is TruePositives
N

where True Positives is the number of correct positive hypotheses and N is
the total number of ground truth; False Positive is the number of incorrect positive hypotheses

variations, as shown in Figure 4 (b). The LBP face detectors show
higher performance than the Haar-like face detector, demonstrating
the robustness of LBP feature under illumination variations. Again,
the proposed face detector shows better performance than LBP (+)
histogram face detector by considering co-occurrence of adjacent
LBPs. However, the proposed face detector shows backward perfor-
mance compared to the MB-LBP face detector and LBP histogram
face detector by using simplified LBP (+) operator. On the other
hand, the simplified LBP (+) operator contributes to fast process-
ing speed of the proposed face detector.

4. COMPUTATION TIME AND MEMORY SIZE

To compare computation speed of face detectors, we first model the
average number of calculations (additions & comparisons) per scan-
ning window required by each face detector. The average is calcu-
lated based on the complexity of each stage weighted by the cumula-
tive false positive rate of that stage (as indicated by Table 1). To ver-
ify the above model in a ”real” implementation, we also measure the
average time to process each image from 2, 000 images in 640×480
pixels using MATLAB on a 2.67 GHz Intel Core i7 M620 PC system
with 8 GB RAM. Although the MATLAB implementations are slow
due to software overheads, the obtained results are proportional to
the calculations from the above model, as shown in Table 2. From
the results, the proposed face detector has the fastest speed and it is
about three times faster than the Haar-like face detector.

Average number MATLAB
of operations (unit: seconds)

Proposed 792 5.61
LBP Histogram 20,292 135.86

Haar-like 2,308 16.92
MB-LBP 1,616 13.66

Table 2. Computation time comparison between face detectors

5. CONCLUSION

In this paper, we have introduced a novel combination of LBP
and Co-occurrence of Adjacent LBP histogram features in duality
for face detection under mobile phone applications. The proposed
method shows fast processing and accurate detection in conducted
experiments. Compared to Haar-like and other LBP based meth-
ods, the proposed method shows higher or comparable performance
under normal and challenging illumination. Although MB-LBP
method shows higher accuracy, the proposed method has faster
speed by extracting simple LBPs. Thus, the proposed method could
be more suitable for low-powered devices such as mobile phones.
In addition, MB-LBP and the proposed method enhance the original
LBP from different approaches, which may combine to produce
better results and hence it could be investigated in the future.
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