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ABSTRACT

We investigate in this paper the problem of activity-based hu-
man identification. Different from most existing gait recog-
nition methods where only human walking activity is consid-
ered and utilized for person identification, we aim to identify
people from various activities such as eating, jumping, and
weaving. For each video clip, we first extract binary human
body masks by using background substraction, followed by
computing the average energy image (AEI) features to repre-
sent each video clip. Then, a mapping is learned by applying
an adaptive discriminant analysis (ADA) method to project
AEI features into a low-dimensional subspace, such that the
intra-class (activities performed by the same person) varia-
tions are minimized and the interclass (activities performed
by different persons) are maximized, simultaneously. More-
over, interclass samples with large similarity difference are
deemphasized and those with small difference are empha-
sized, such that more discriminative information can be used
for recognition. Experimental results on three publicly avail-
able databases show the efficacy of our proposed approach.

Index Terms— Human identification, gait recognition,
human activity analysis.

1. INTRODUCTION

Gait recognition [1, 2, 3, 4] has been widely studied in com-
puter vision and pattern recognition over the past decades
due to its promising signatures such as non-invasive and
non-contactable characteristics. While many gait recognition
methods have been proposed in the literature, few of them
consider recognizing people based on other activities besides
walking. In many real applications, people may perform other
activities such as eating and drinking rather than walking in
the scene. A natural question is whether we can identify per-
son from his/her activities rather than walking? In this paper,
we investigate this problem and propose an appearance-based
learning approach to address this problem.

The research on activity-based human identification is rel-
ative new, and to our best knowledge, there are few related
works providing efforts on it [5, 6]. In their work, several ac-
tivities of the same person are used for human identification.

Firstly, binary human body masks are extracted, followed by
a fuzzy c-means method to quantize each binary mask, and
the labelling information is exploited as well to reduce the di-
mensionality of the feature vectors. Then, different activities
are recognized by an activity classifier, and then an activity-
specific person classifier is adopted to recognize human iden-
tity. While some promising results have been provided, their
method requires obtaining correctly activity classification re-
sults or the following activity-specific person recognition may
fail to work. Moreover, some discriminative information may
be lost due to the quantization errors cause by fuzzy c-means.

In this paper, we propose a new approach to activity-based
human identification. Similar for the existing work, for each
video clip, we extract binary human body masks by using
background substraction. Instead of using fuzzy c-means as
quantization method, we compute the average energy image
(AEI) feature for feature representation which is the similar
idea from the gait energy image (GEI), but extends to multiple
activities. Then, we learn a mapping to project AEI features
into a low-dimensional subspace by applying an adaptive dis-
criminant analysis (ADA) [7] method, such that the intra-class
(activities performed by the same person) variations are min-
imized and the inter-class (activities performed by different
persons) are maximized, simultaneously, such that more dis-
criminative information can be exploited for recognition. Fig-
ure 1 shows the flow chart of our proposed approach. Exper-
imental results on three publicly available action databases
show the efficacy of our proposed approach.

2. PROPOSED APPROACH

2.1. Feature Extraction

Each activity video clip contains one activity of a person, such
as waving, boxing, drinking with a cup, and so on. We firstly
extract human body silhouettes by using background subtrac-
tion, and then align each body mask into 64×48 to obtain the
region of interest (ROI) as shown in the first six columns of
Figure 2. Subsequently, we obtain the ROI images from video
clips. Let F = {f1, · · · , fi, · · · , fn} be a set of the ROI im-
ages from a video clip, where fi is the ith ROI frame of the
binary human body mask, and n is the number of the frames.
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Fig. 1. Flow chart of our proposed approach.

Fig. 2. Six sample ROI sequences and the corresponding AEI
images. The rightmost images in each row are the AEIs. From
top to bottom, action types are jack, jump, run, side, walk and
wave1 (wave-one-hand), respectively.

2.2. Feature Representation

Having obtained a set of the ROI images, we represent each
video clip as a feature vector by an average energy im-
age (AEI) which is an extension of the gait energy image
(GEI) [8] as follows:

AEI(x, y) =
1

n

n∑

i=1

fi(x, y) (1)

where x and y are the coordinates of fi. The last column
of Figure 2 shows AEIs of different activity sequences from
the same person. AEI can reflect dynamic information of the
activity based on the value of pixels. The higher intensity
of a pixel has, the more frequently human activity occurs at
this position. Then, we represent each video clip as a vector
x ∈ Rd by concatenating the column pixels of AEI with
feature dimension d.

2.3. Adaptive Discriminant Analysis

For activity-based human identification, we want to min-
imize the intra-variance (i.e., activities performed by the
same person) and maximize the inter-variance (i.e., activ-
ities performed by different persons). Hence, to enhance
the discriminative power, we adopt adaptive discriminan-
t analysis (ADA) [7] to learn a set of projection axes to
maximize the Fisher criterion, the ratio of between-class
scatter to within-class scatter. Different from the conven-
tional linear discriminant analysis method [9], ADA provides
a penalty weight to the classes with high similarity. Let
Xi = [xi1, xi2, · · · , xizi ] ∈ Rd×zi be the samples in the
ith class where zi is the number of samples in this ith class.
Let X = [X1, X2, · · · , Xc] be the training set where c is
the number of classes. In our scenario, c denotes the number
of persons and Xi denotes the various activity samples of
the same person. Hence, N =

∑c

j=1
zj is the number of

the samples in the training set. The ADA subspace learning
method is defined as follows:

max
w

wTSw (2)

s.t. wTw = 1

where wTw = 1 is an orthogonal constraints to well-posed
the above maximization problem with respect to w, and S =
SB − SW . SW is the within-class scatter calculated by the
samples and their class mean X̄ defined as follows:

SW =
1

N

c∑

i=1

zi∑

j=1

(xij − X̄i)(xij − X̄i)
T (3)

where SB is the between-class scatter with penalty function
a(i, j) to impose different weights to characterize the relation
of the ith and jth classes:

SB =
1

c2

c∑

i=1

c∑

j=1

a(i, j)(X̄i − X̄j)(X̄i − X̄j)
T (4)
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with a correlation function a(i, j):

a(i, j) =
< X̄i, X̄j >

‖X̄i‖2 · ‖X̄j‖2
(5)

where operation ‖b‖2 denotes the L2 norm of b. Generally,
the larger penalty, a(i, j), should be imposed, when X̄i and
X̄j are more similar. The problem can then be solved by us-
ing Lagrange multipliers, Q(w) = wTSw + λ(1 − wTw).
Compute the gradient of Q(w) with respect to w, and then,
ADA can be solved as the eigenvalue equation: Sw = λw.
Hence, the ADA subspace to be sought is the projection ma-
trix W = [w1, w2, · · · , wm] where w1, w2, . . . , wm are the
column vectors ordered according to their eigenvalues.

2.4. Identification

For each test video clip, we recognize the identity information
of the person from his/her activity by using a nearest neighbor
classifier

s = argmin
i

d(yxt
, yxi

) (6)

where yxt
= WTxt and yxi

= WTxi are the low-dimensional
representations of the testing sample xt and each training
sample xi, respectively, d is the Euclidean distance between
the low-dimensional representations, and s denotes xs, the
nearest neighbor of the testing sample xt. Hence, xt and
xs are expected to be the same person. No doubt, a more
sophisticated classifier could be employed to further improve
the recognition accuracy. However, the main interest here
is to evaluate the genuine discriminatory ability of the ex-
tracted feature (AEI feature representation and ADA feature
extraction) in our approach.

3. EXPERIMENTAL RESULTS

3.1. Database and Experimental Settings

We performed activity-based human identification experi-
ments on three publicly available human activity databases,
weizmann [10], MOBISERV-AIIA [6], and KTH [11]. The
weizmann database, as shown in Figure 3, contains 9 persons,
and each person performed 10 different activities, includ-
ing bend, run, skip, walk, gallop-sideways, jumping-jack,
jumping-forward-on-two-legs, jump in place-on-two-legs,
wave-one-hand, and wave-two-hands, respectively. There
are totally 90 video sequences in this database. Since some
videos contain two or more cycles of a specific activity per-
formed by some subjects, we break up such videos into
several single period activity videos to generate an activ-
ity database. In our experiments, we remove the videos
of the bend activity class because there is only one activ-
ity period in these videos and it is not enough to obtain
training/testing samples for this activity. Subsequently, we
construct a database of 215 videos in total. For each activity

         jump                     side                     skip

Fig. 3. Three activity examples of five persons. From left to
right are image frames of the jump, side, and skip activities,
respectively. Images in each row are three different activities
of the same person.

Fig. 4. Sample frames of the MOBISERV-AIIA database.
The first two columns are the activity of drinking with a cup,
and the last two columns are the activity of eating with a fork.
Each of the activities contains 2 scenarios.

class, one video is randomly selected for training, and the
remaining videos for testing.

The MOBISERV-AIIA database, as shown in Figure 4,
contains 12 persons, and each person performed 2 different
activities, drinking with a cup and eating with a fork, respec-
tively, in four different days. There are 2 scenarios for each
person in each day, one wearing a short sleeve top and one
wearing a long sleeve top, respectively. We randomly choose
one day sequences as testing samples, and the rest sequences
are as training samples. The clips are broken up into several
single period activity resulting 776 clips in total.

Fig. 5. Sample frames of the KTH database. Each colum-
n denotes different activities, and each raw denotes different
scenarios.
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Table 1. CRR comparison (%) with the existing activity-
based human identification method for the weizmann
database.

Method CRR (%)
Method in [5] 55.22
Our method 92.54

Table 2. CRR comparison (%) with the existing activity-
based human identification method for the MOBISERV-AIIA
database.

Method CRR (%)
Method in [5] 60.14
Our method 89.00

Table 3. CRR comparison (%) with the existing activity-
based human identification method for the KTH database.

Method CRR (%)
Method in [5] 31.91
Our method 35.04

Table 4. CRR comparison (%) with other subspace learning
methods for the weizmann database.

Method CRR (%)
PCA [12] 89.55
LDA [9] 91.43
LPP [13] 90.86
Our method 92.54

The KTH dataset, as shown in Figure 5, contains 25 per-
sons, and each person performed 6 different activities, includ-
ing boxing, handclapping, handwaving, jogging, running, and
walking, respectively. There are 4 scenarios under each ac-
tivity, including outdoors, outdoors with scale variation, out-
doors with different clothes and indoors, respectively, result-
ing 599 video sequences in total. Due to the diversity of the
data, we randomly choose 3 scenarios as training examples
for each activity where only the frontal 60 frames of the video
sequences are used, and the rest sequences are as testing sam-
ples. Experiments are repeated ten times with different ran-
domly selected training and testing samples, and the final re-
sults are shown as the mean of the correct recognition rate.

3.2. Results and Analysis

Comparisons with the Existing Activity-Based Human
Identification Method: We compare our approach with
the method proposed in [5]. We implemented their method
ourselves and the number of dynemes is empirically set as
30 in our implementation for the weizmann, 200 for the

MOBISERV-AIIA databases and 450 for the KTH databases.
The fuzzy parameter m = 1.1 was employed to compute
the dynemes for all activities. Table 1 compares the correct
recognition rates (CRR) of different methods for the weiz-
mann database. As can be seen, our approach significantly
outperforms their method with gains in average accuracy of
37.32%. For the MOBISERV-AIIA database, the results are
as shown in Table II where our approach significantly out-
performs their method as well. For the KTH database, the
results of the proposed method are better than those of their
method as shown in Table 3, but both of them are low due to
the diversity and complexity of the database. Furthermore,
as we mentioned before, there is one vector quantization step
used in the method in [5], and such quantization will result in
some errors such that discriminative information may be lost
in their feature representation. Moreover, the dynamic infor-
mation of human activity is totally ignored in their method
and our AEI feature can reflect both dynamic and static shape
information. Hence, significantly better recognition perfor-
mance can be obtained.

Comparisons with Other Subspace Learning Method-
s: To further investigate the effectiveness of our approach, we
also compare our method with three conventional subspace
learning algorithms: PCA [12], LDA [9], and locality pre-
serving projections (LPP) [13]. Table 4 tabulates the correct
recognition rates (CRR) of different methods. As can be seen
from this table, our approach also outperforms PCA, LDA
and LPP with gains in average accuracy of 2.99%, 1.11%, and
1.68% respectively, which further indicates the effectiveness
and advantage of the used ADA method for our activity-based
human identification task.

4. CONCLUSIONS

In this paper, we have proposed an activity-based human i-
dentification approach by using average energy image and
adaptive discriminant analysis. Different from most existing
gait-based human identification methods which only consider
human walking as a biometric characteristic, we exploit the
discriminative power of different actions for human identifi-
cation. Our experimental results have clearly demonstrate the
feasibility of using different actions to recognize people at a
distance and the efficacy of our proposed method.
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