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ABSTRACT 
 
We present a self-organized and scalable multiple-camera tracking 
system that tracks human across the cameras with nonoverlapping 
views. Given the GPS locations of uncalibrated cameras, the 
system automatically detects the existence of camera link within 
the camera network based on the routing information provided by 
Google Maps. The connected zones in any pair of directly-
connected cameras are identified based on the feature matching 
between the camera’s view and Google Street View. The camera 
link model is further estimated by an unsupervised learning 
scheme. Finally, multiple-camera tracking is performed. Thanks to 
the unsupervised pairwise learning and tracking in our system, the 
camera network is self-organized, and our proposed system is able 
to be scaled up efficiently when more cameras are added into the 
network.  
 

Index Terms— self-organization, scalable, camera network, 
multiple-camera tracking, camera link model 
 

1. INTRODUCTION 
 
Tracking objects across multiple cameras has recently attracted a 
lot of interests in the video surveillance community. Due to the 
limited field of view (FOV) of a single camera, a target’s 
information is no longer available once the target leaves the view 
of the camera. Hence, a surveillance system is required to have 
multiple networked cameras covering a wide range of area. One of 
the major challenges of tracking multiple people across 
uncalibrated cameras with nonoverlapping (disjoint) views is to re-
identify the same people. Some researchers aim to come up with 
distinctive features of human [1][2][3], such as SIFT, SURF, 
covariance matrix, etc. The re-identification is done based on the 
assumption that these kinds of features are invariant under different 
cameras’ views. However, due to different perspectives and 
illuminations, the human appearance varies dramatically under 
different cameras’ views. On the contrary, we focus on solving the 
tracking problem based on systematically building the links 
between cameras [4]. If there exists a path allowing people 
traveling between two cameras without passing through any other 
camera, we call they are directly-connected cameras, and a link 
exists between them. The relationship between a particular pair of 
entry/exit zones in two directly-connected cameras can be 
characterized by a camera link model. The entry/exit zone is 
defined as the area that people tend to enter in or leave from within 
the camera’s view. The camera link model enables us to utilize a 
particular feature, which may not be invariant, under different 
cameras [4]. For instance, due to different lighting conditions and 

camera color responses, the same object may appear in different 
colors under different views. The brightness transfer function 
(BTF) [5] is applied to compensate the deviation between different 
color models of the cameras. BTF is included in the model. After 
the camera link models are estimated between pairs of cameras, 
they can be utilized to compute the similarity between the people 
in different cameras and to track the objects across the cameras [4]. 

Given a camera network consisting of multiple cameras, two 
pieces of information are required before the camera link model 
estimation can be performed: (i) The system needs to identify 
which pairs of cameras have link models between them, i.e., which 
pairs are directly connected. Wrong links or redundant links 
deteriorate the tracking performance easily, due to the increased 
searching range resulting in reduced recall rate and increased false 
positives, not to mention the exponentially increased 
computational complexity. (ii) To our observation, the link actually 
only connects two entry/exit zones in a pair of directly-connected 
cameras; that is, if a person is traveling between two cameras, 
he/she will likely leave from one particular zone and enters into the 
other. Hence, the training data used in camera link model 
estimation (and the subsequent re-identification tracking) should 
only include the observations happening in these two specific 
zones in order to avoid too many outliers. Therefore, to identify 
which specific zones are linked together is another critical issue. In 
this paper, we propose a systematic method that performs the 
camera link identification by incorporating the information from 
Google Maps and Google Street View.  

Fig. 1 shows the overview of our proposed system. First of 
all, the camera link identification, including link existence 
detection and connected zones identification, is performed based 
on the incorporation of Google Maps. After that, the system 
automatically estimate the camera link model based on the training 
data. Finally, the model is utilized for tracking objects across 
multiple cameras with nonoverlapping field of views. 

Makris [6] exploited the statistical consistency of the training 
data in order to identify the link and build the link model. 
However, the presence of outliers was not considered, so the 
accuracy of the estimation drops significantly if the outliers exist 
[7]. In Gilbert’s work [8], the links were learned based on an 
incremental scheme. In their block-based entry/exit zone 
formulation, the identification of the link required large amount of 
training data, which reduced the scalability of the camera network 
size. Javed [9] presented a multiple-camera tracking system which 
combined the temporal and color features. All the learning in this 
design was under human supervision. The link identification 
between cameras is assumed known in the beginning. In [10], a 
method was proposed to discover and remove the “weak link” 
which was defined as the redundant link between two 
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cameras that are not directly connected; that is, all the paths 
between two cameras pass through at least one other camera. 
Several temporal criterions were designed for identifying the valid 
link. However, these temporal criterions suffered from the 
presence of outliers in the training data.  

Our aim in this paper is to present a scalable and self-
organized multiple-camera tracking system which automatically 
and unsupervisedly identifies the links between cameras, estimates 
the camera link model, and tracks objects across the cameras. The 
only prior information is the user specified GPS locations of the 
cameras. Specifically, in addition to the camera link model 
estimation in [4], the camera link identification is proposed and 
added in the system which makes it self-organized and enhances 
the scalability significantly. 

This paper is organized as follows: The proposed camera link 
identification, including link existence detection and connected 
zones identification, is introduced in Section 2. Section 3 describes 
the estimation of the camera link model and tracking across 
multiple cameras. The experimental results are shown in Section 4, 
followed by the conclusion in Section 5. 
 

2. CAMERA LINK IDENTIFICATION 
 
The camera link model between each pair of directly-connected 
cameras has been shown to be effective in tracking human across 
multiple cameras [4][9][10]. Before the camera link model is 
estimated, the prior knowledge is to identify which pairs of 
cameras within the camera network should possess a camera link 
model. In this section we introduce how our system detects the 
existence of links given the GPS locations of the cameras. The 
camera link identification includes the following two modules: link 
existence detection and connected zones identification. 
 
2.1. Link Existence Detection 
 
Given the locations of the cameras, which are easily obtained when 
setting up the cameras in the environment, we are able to access 
the routing information provided by Google Maps. The routing 
information contains the possible routes between any two 
locations. If there exists one route that connects two cameras 
without passing by another camera, we recognize them as directly-
connected, and there should be a link between them. If all the 
routes between two cameras pass by at least one other camera, we 
recognize the link should not exist between the two cameras. Fig. 2 
shows an example of the routing associated with three cameras 
denoted by ��, ��, and ��, whose locations are shown in Fig 2(a). 
To our observation, in practice people tend to follow the similar 
paths due to the presence of available pathway, obstruct, and 

shortest route, so it is reasonable to utilize the estimated paths from 
Google Maps as the routing information. Fig. 2(b), (c) and (d) 
show the shortest routes between each pair of cameras. Since the 
route between �� and �� passes ��, the system only detect the links 
between �� and �� and �� and ��. 

 
2.2. Connected Zones Identification 
 
There may be several entry/exit zones within a camera’s view. The 
link between two directly-connected cameras actually only 
connects one zone each in these two cameras. So far, we can only 
know the existence of the link from the link existence detection 
without knowing the specific zones that are connected together. If 
we can know the connected zones, we only need to collect the 
training data, the exit and entry observations, from the associated 
zones so as to reduce large number of outliers in the training data 
during the estimation of camera link model and also obtain better 
accuracy when tracking the objects.  

First of all, all the zones within each camera are detected in an 
unsupervised manner by using the Gaussian Mixture Model 
based on the collected entry/exit measurements [10]. Then, we 
match the camera’s view with the panoramic images automatically 
retrieved from Google Street View to estimate the principal 
orientation of the camera. The scheme of the street view matching 
is described as follows: (i) given a GPS location, the system can 
access the images from Google Street View with different viewing 
angles �, pitches �, and foveation �. (ii) perform feature point 
matching between the images and camera’s view. (iii) identify the 
image with the maximum number of the matched points, and the 
corresponding viewing angle � offers the principal orientation of 
the camera. Fig. 3 shows an illustration of the scheme, where the 
camera’s view highly matches one of the panoramic images. 
Moreover, the direction of the route is provided by Google Maps 
according to the GPS locations. Therefore, given the principal 
orientations, the direction of the route, and the detected entry/exit 
zones, we can estimate the two zones that are connected together. 
 

3. CAMERA LINK MODEL ESTIMATION AND 
MULTIPLE-CAMERA TRACKING 

 
3.1. Camera Link Model Estimation 
 
After the camera links are identified, the training data, i.e., 
observations happening within the connected zones, is collected 
automatically through the single camera tracking module [11]. For 
each link between a pair of directly-connected cameras, denote the 
training data, two observation sets collected from a pair of 
entry/exit zones, as � and � representing the exit and entry 
observations, respectively: 

                  � � �	� … 	���,  � � ��� … ����               (1) 
where 	� 	and �� are exit and entry observations, and �� and �� are 
the numbers of the observations. Each observation contains the exit 
or entry time stamp, color and texture information of the object. In 
order to build the camera link model between the cameras, the goal 
of the estimation process is to automatically identify the 
correspondences between two sets, i.e., to find the ��� � 1� ���� � 1) correspondence matrix �. The entry ��� in � is set to 1 if 	� 	corresponds to ��; otherwise, it is set to 0. The ��� � 1��� row 
and the ��� � 1��� column represent the outlier entries, i.e., an 
exit observation from one camera never enters in the other, or an 
entry observation in one camera is not from the other. The problem 

Figure 1. System Overview 
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can be written as a constrained minimization integer programming 
problem: �� � argmin� ����                              (2) s. t.		��� ∈ $0,1'						∀	) * �� � 1, + * �� � 1            (3) 

∑ �������

�	� � 1			∀	+ * ��,       ∑ �������

�	� � 1			∀	) * ��   (4) 

where ��∙� is the objective function to be minimized. The 
constraint equations (3) and (4) enforce the one-to-one 
correspondence (except for the outliers). The objective function ��∙� comprised several cost functions. Each cost function stands for 
the distance between a pair of exit and entry observations 
associated with one feature, e.g., time, color, texture, where the 
camera link model is applied before computing the distance. We 
adopt an innovative EM-like algorithm to sequentially solve the 
matrix � and the camera link model in each iteration. Deterministic 
annealing is also employed in our estimation process to obtain the 
optimal solution [4].  

The information obtained from Google Maps not only provides 
the routes between two locations but also gives an estimation of the 
traveling time between them. It enables us to pose a good initial 
state of the matrix � before the estimation process starts. Denote 
the values of the traveling time estimated by Google Maps as .�, ) � 1~0. Note that 0 may be greater than one if there exist 
multiple alternative routes between two cameras. We can have 

            ��� � 10,					2�
 3 4�
 * 0,			∀) � 1~��	,	+ � 1~��

�



∑ 546	�3 ���

����
������

���
�


�	� , 					7��589).5          (5) 

where 2�
 and 4�
 represent the time stamps in the observations �� 
and 	� . Since the traveling time is always positive if two cameras 
have nonoverlapping area, if the entry time stamp is smaller than 
the exit time stamp (2�
 3 4�
 * 0), it is not possible for them to be 
a matched pair, hence ��� is set as 0. Otherwise, we assume it takes 
people roughly the estimated amount of time .� to move from one 
camera to the other, so ��� is set as the likelihood based on a parzen 
window built by .�. By incorporating this information as prior 
knowledge to the estimation process, it enables the system to reach 
the convergence with fewer iterations than are required in [4]. 

3.2. Tracking Objects Across Multiple Cameras 
 
In the testing phase, each camera ��, ) � 1~�� maintains an exit 
list :�,� for each entry/exit zone k. It consists of the observations of 
the people who have left the FOV from zone k within ;��� 
seconds from now. 

                                :�,� � $<�,�
� , <�,�

� …<
�,�

���,	'                             (6) 
Whenever a person enters a camera’s view, the system finds the 
best match among the people in the exit lists corresponding to the 
linked zones of its directly-connected cameras. Based on the 
camera link model, the matching score between two objects is 
computed as the weighted sum of negative distances: 

                    .=785 � 3∑ >� � �5?�@85_B).���
���
��

�	�
                 (7) 

where >�, which is obtained in the estimation stage, is the weight 
for the distance corresponding to the feature i. Note that the camera 
link model is applied to calculate the distances with respect to 
different features. If the highest score is higher than certain 
threshold, the label handoff is performed; otherwise, we will treat 
it as a new person within the camera network. The re-identification 
results are further used to update the camera link model. In the 
implementation, we consider transition time, color, and texture as 
our features [4]. We adopted the method in [11] for all the object 
detection and tracking within a camera. 
 

4. EXPERIMENTAL RESULTS 
 
In this section, we will first show the results of the connected zones 
estimation. After that, we present the tracking results of our self-
organized scalable multiple-camera tracking system. 
 
4.1. Connected Zone Identification 
 
To obtain the information from Google Maps, we implement a user 
interface by using Google Maps APIs 3.0. In the street view 
matching, we adopt SIFT feature [12] as our point matching 
algorithm. We divide the viewing angle � into 24 segments, i.e., � � 15° � E, E � 0, 1, 2,…, 23. For each angle, we retrieve a set 
of 9 images which are the combination of 3 different pitches � and 
3 different foveation � (� � 320,310, 0; 	� � 80, 100, 120). The 
camera’s view is matched to this set of images, and the cumulated 
number of the matched points is used as the degree of matching for 
this angle. The image resolution we used is 640 � 480. 

Fig. 4 shows one of our deployed cameras. Fig. 4(a) is the 
camera’s view, and the entry/exit zones are marked as red ellipses. 
Four panoramic images with different � from Google Street View 
are shown in Fig. 4(b). Fig. 4(c) shows the result of the SIFT 
feature matching, where the red dot block is the ground truth of the 
principle orientation obtained manually. One can see that the 
number of the matched points are relatively high from 105° to 120°, which is close to the ground truth. Since � � 0° stands for 

Figure 2. An example of the routing associated with camera 0, 1, and 
2. (a) The locations of three cameras. The shortest route between (b) 
camera 0 and 1, (c) camera 0 and 2, (c) camera 1 and 2. 

(a) (b) 

(c) (d) 

Figure 3. The estimation of principal orientation of the camera. 
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(c) 

 
the orientation toward north, the principal orientation of the camera 
is estimated as toward East, and the left entry/exit zone is at North 
side of the view while the right one is at South side of the view. 
Fig. 5 shows the results from another deployed camera. Similarly, 
the principal orientation of the camera is estimated as toward 
South, and the left entry/exit zone is at East side of the view while 
the right one is at West side of the view. We tried 13 cameras, and 
all of their principal orientations can be determined well through 
the matching against Google Street View. 

Given the route direction from Google Maps, we can then 
estimate that the link connects the left entry/exit zone of the view 
in Fig. 4 and the left entry/exit zone of the view in Fig. 5. Fig. 6 
shows the connected zones. 

 

  
(a)                                                       (b) 

 
       (c)  

Figure 5. (a) Camera’s view. Red ellipses are the entry/exit zones. (b) Four 
panoramic images from Google Street View. (c) Result of the SIFT feature 
matching. Red dot block is the ground truth of the camera orientation. 
 

 
 
4.2. Camera Link Model Estimation and Tracking 
 
We set up four cameras around the department building, and the 
FOVs of the cameras are spatially disjointed. Cameras do not need 
any calibration in advance. The only prior knowledge is the GPS 
locations of the cameras which is accessible in real world practice. 
By incorporating the estimated traveling time from Google Maps 
(eq. (5)), the number of the required iteration in the camera link 
model estimation process drops about 11% compared to [4]. In our 
testing video, there are 188 people appearing in the deployed 
camera network, and our system achieves 76.9% re-identification 
accuracy defined as the fraction of the people being correctly 
labeled. Note that after the GPS locations are specified, all the 
estimation and tracking processes are fully automatic. 

Since our system is based on the pairwise learning and 
tracking scheme, the system can be scaled up easily. Here we 
present a simple scenario to illustrate the scalability of the system. 
Assume there are �� cameras, �� ) � 1~��, already in the 
network, and we would like to add one camera �����

 in the 
network. Providing the new camera’s location, the system 
automatically identifies the links and the connected zones between �����

 and the other cameras. After that, the camera link model 
estimation is performed pairwisely for those newly created links. 
By applying the models, tracking across multiple cameras is 
carried out within this new camera network. Following the similar 
manner, the camera network can be scaled up without human 
intervention. 
 

5. CONCLUSION 
 
We propose a scalable multiple-camera tracking system. By 
providing the GPS locations of uncalibrated cameras and  
incorporating with Google Maps and Google Street View, our 
system automatically identifies the camera links within the camera 
network, estimates the camera link models for pairwise zones, and 
performs multiple-camera tracking. The pairwise learning and 
tracking scheme enables the system to be self-organized and be 
scaled up efficiently. 
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Figure 4. (a) Camera’s view. Red ellipses are the entry/exit zones. (b) 
Four panoramic images from Google Street View. (c) Result of the SIFT 
feature matching. Red dot block is the ground truth of the camera 
orientation. 

Figure 6. Connected zones identification. Red stars denote the camera 
locations. Red ellipses are the entry/exit zones. The connected zones, 
linked by red line, can be identified based on the principal orientations 
and the direction of the route (shown as the blue line). 
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