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ABSTRACT

People re-identification in uncontrolled scenarios is a difficult
task since people appearance may significantly vary along
time due to changes in illumination, changes in the person
pose or the presence of undesired objects in the scene. In or-
der to cope with this temporal variability in the person appear-
ance, we introduce the concept of Bags of Appearances (BoA)
to describe each person. A BoA is a container of color fea-
tures that fully represents a person by collecting all their dif-
ferent appearances along time. Matching of bags is performed
in a probabilistic framework by accumulating the probability
of matching for all of the elements of each bag. Experiments
have been conducted in a real shop where clients were re-
identified at the entrance and exit. Results improve state-of-
the art methods and confirm that our proposal successfully
copes with rough changes in the people appearance.

Index Terms— Re-Identification, Appearance Descrip-
tor, Knn, Kinect

1. INTRODUCTION

In this work we address the problem of people re-identification
in shopping areas, using two non-overlapping cameras cover-
ing the entrance and the exit. In this kind of scenarios, people
appearance may significantly vary along time and among
cameras. Variations in the person appearance may be caused
by changes in illumination, occlusions, the use of shopping
baskets, the appearance of carried objects, or simply caused
by the changes in the person pose due to the articulation of
the human body.

People re-identification in camera networks has tradition-
ally been addressed using appearance information, which in-
cludes color, texture and shape features. Color histograms
have been proposed in many works [1] [2] [3] [4] [5] to de-
scribe the person appearance. Dikmen et al. [6] combine
color histograms with spatial information by dividing the im-
age into a fixed grid where color histograms are extracted.
Albiol et al. [7] finely segment each person and divide their

∗The work presented in this paper has been funded by the Spanish Min-
istry of Science and Technology under the CICYT contract TEVISMART,
TEC2009-09146.

silhouette into horizontal bands in which they calculate the
temporal and spatial average color. Hu et al. [8] model the
color appearance over the silhouettes principal axis, which
requires a robust background subtraction. Bazzani et al. [9]
combine local patterns together with color histograms to pro-
vide more complete descriptors.

Algorithms for describing people can be also grouped into
holistic [10] [11] and part-based [12] [13] [14]. An exam-
ple of the holistic representation is the Bag-of-features ap-
proach [15] [16] [17], which represents an image or a portion
of an image by extracting local descriptors according to a pre-
defined diccionary of appearances. The holistic approach has
shown the best results in challenging scenarios. However, the
part-based strategy is becoming popular and provide promis-
ing results.

Re-identification methods can also be grouped into single
or multiple-shot. In the former, the person is described using
a single image [18]. In the latter, the person is described by
different images acquired by the same camera using tracking
or by several cameras [9]. Multiple-shot methods can exploit
other contextual cues such as spatio-temporal reasoning [19].

The use of the temporal information can be exploited to
learn the person appearance and their variation over time.
Bedagkar-Gala et al [20] extracts the meaningful color ap-
pearance of the person in a part-based approach by exploiting
spatio-temporal information. The model learns the principal
appearance of the person, discards noise and outliers, and re-
tains the relevant variations. Hamdoun et al [10] describe the
main person appearance and their variability along time by
accumulating interest points at each frame. Gheissari et al.
[21] extract invariant spatio-temporal signatures combining
normalized color and salient edgels histograms.

Recently, authors are using 3D information to tackle the
re-identification problem. Baltieri et al [22] use a calibrated
system to generate 3D representations of the people appear-
ance. Albiol et al [7] propose a camera network composed by
rgb-depth camera nodes, where segmentation and tracking are
performed using depth information. Description is performed
by dividing the person into horizontal stripes and calculating
the mean colors at each one. Their method provides a tempo-
ral signature of the person appearance that is summarized into
a mean descriptor, named Bodyprint. Oliver et al [23] propose
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Fig. 1. Example of the variability of the person appearance along time seen from different cameras.

the generation of 3D Bodyprints, which map the appearance
features into an 3D cylindrical grid.

The rest of the paper is organized as follows: Section 2
discusses the contribution of this paper to prior work. The
proposed algorithm description is provided in Sec. 3 and the
assessment is performed in Sec. 4. Finally, conclusions are
drawn in Sec. 5.

2. RELATION TO PRIOR WORK

In our previous work [7], we developed a re-identification sys-
tem that used kinect devices at each camera node to segment
and track people. The great advantage of using a depth sen-
sor is that the problems of image segmentation and 3D align-
ment can be solved precisely. In this work, we use the person
segmentation and tracking algorithms of our previous work
(see [7] for details). For each frame of a tracked person, we
described his appearance by dividing the person height into
a set of horizontal stripes and calculating the mean colors at
each stripe. We called Temporal Signature to the image ob-
tained by stacking all the frame appearances along time. Fig-
ure 1 illustrates this concept, where the same person is seen
from two different cameras, named node 1 and node 2. For
both cameras, the person segmentation along time has been
overimposed on the background image. In our experiments,
height is quantized using 110 vertical bins of 2cm.

Finally, for each person we extracted a Bodyprint by tak-
ing a weighted average of the mean colors along time at each
stripe. Re-identification using Bodyprint descriptors demon-
strated to yield good results in real scenarios. However, the
algorithm failed in cases where the person’s appearance dras-
tically changed along time. An example of this situation is
shown in Figure 1 where the mean colors of the regions be-
longing to the pelvis and legs are clearly affected by the influ-
ence of the shopping basket, which is taken from the pile and
is connected to the body due to a bad segmentation. In this
work we present a different person representation and match-
ing to face this problem.

3. ALGORITHM DESCRIPTION

3.1. Bag of appearances (BoA)

In this work, we propose a different person representation
which we call Bag of Appearances (BoA) to deal with the
problems introduced in the previous section.

BoA characterizes a person by collecting all person’s
frame appearances into a bag (which is different for each
person). The BoA is useful because it allows to model the
person’s appearance from different points of view, poses and
deal with outliers. Figure 1 illustrates this concept, where
a cloud of frame appearances collects all the appearances
for a particular person. The concept of BoA is similar to
the Bag of Features [15] [16] [17]. However, fundamental
differences arise due to the nature of the color features and
the huge variability in the items representing each class. The
main difference is that we use separate bags for each person
and do not perform global clustering. Although clustering
of the appearances in each bag is a promising idea to reduce
the computational cost of the algorithm, we decided not to
use it in this work and to focus only on how multi-instance
representation affects to the re-identification rate.

Since re-identification is performed across different cam-
eras it is very important to compensate for illumination varia-
tions. To do so, we follow the same approach as in [7], where
the brightness of the i-th person, Bi, is obtained as the mean
of all the R, G, B pixel values of a person track Pi:

Bi =
∑

pi∈Pi

Rpi + Gpi + Bpi

3
(1)

then Bi is subtracted from the color components of the ap-
pearance vectors.

3.2. Probabilistic Framework for BoA matching

Suppose that we want to find the person Xi from camera A
among the set of NB persons from camera B denoted as:
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{Yj}j=1..NB
. If person Xi is represented by his bag of ap-

pearances, {xim}m=1..Ni , for each xim we find its k-nearest
neighbours among all the items from all the bags of camera B
{yjn}j=1..NB ,n=1..Nj

. The comparison between appearance
vectors has been carried out using the weighted correlation
described in [7] which allows to deal with missing data. The
information provided by the k nearest neighbours of xim is
accumulated in a histogram Hi. Each bin of Hi corresponds
to a different person of camera B. However, in order to incor-
porate the information about the confidence of each element,
we convert the distances into posterior probabilities. The pos-
terior probabilities are estimated from the distance likelihoods
using the Bayes rule. Figure 2 shows the likelihood distribu-
tions of the distance between xim and yjn for the match and
mismatch cases. In this work, we approximate these distribu-
tions using the Gaussian function.

Fig. 2. Likelihood distribution of appearance distance values
for the match and mismatch cases.

As mentioned above, our weighted correlation, used to
compare frame appearances, relies only on the common visi-
ble parts of both appearance vectors to deal with missing data
(oclusions). Unfortunately, this method discards the person’s
height information which is also very discriminant. In order
to enhance the probability of matching, we obtain the differ-
ence of the average heights between pairs of persons’ tracks
∆h . This difference is also transformed into posterior prob-
ability Ph that measures the probability that two tracks are
from the same person given ∆h. Since both, appearance and
height information, are converted into probabilities and they
are independent, we multiply their values to fuse their infor-
mation.

The overall process of matching can be seen in the self-
explanatory pseudocode at Algorithm 1.

4. EVALUATION

In this section we will analyse the system performance by cal-
culating the probability of re-identification of the system. To
that end, we identify two stages. In the former, the parame-

Definition X := People in node A;
Y := People in node B;
hX := Heights of people in node A;
hY := Heights of people in node B;
Ci := Number different people in the datasets;
Dataset normalisation Remove brightness variations
of each person independently in nodes A and B;
foreach person Xi in Node A do

Define Hi as the class histogram that represents the
probability of matching person Xi with dataset Y ;
foreach appearance xim do

% Find k nearest neighb. of xim in cam. B;
foreach yjn ∈ {knn of(xim)} do

% Convert distance to probability
Pa ← Dist(xim,yjn)
% Calculate height difference between
persons Xi and Yj ;
∆hij = abs(hXi

− hYj
);

% Transform ∆hij to probability;
Ph ← ∆hij ;
% Add observation to probability
histogram;
Hi(j) = Hi(j) + Pa.Ph;

end
end
% Find person match;
match = argmax(Hi);

end
Algorithm 1: People matching using bag of appearances

ters of the Normal distributions that model the correlation and
height difference need to be retrieved. Also, the parameters
of the knn algorithm need to be set up. In the latter, we use
the parameters found during training to test the system per-
formance.

4.1. Database

In order to be able to test our algorithm, we used our public
database [24], which gathers information of 144 different peo-
ple in a store behaving without any restrictions. Two different
camera nodes with no overlapping area have been considered
in this experiment. Half of the dataset has been used for tun-
ning up the model parameters. The other half has been used
for testing.

4.2. Training

In this stage we first focus on the extraction of the Gaus-
sian parameters that model the correlation distribution of the
same-class matches and different-class matches. Figure 3.2
shows the distribution of both groups, where it can be easily
seen that both approximately follow a Gaussian shape. We
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model the match distribution by the Normal N(0.63, 0.19),
and the mismatch distribution by N(0.13, 0.32).

Second, we focus on the extraction of the Gaussian dis-
tribution parameters for the case of difference of heights,
where we model the match and mismatch distributions by
N(0.60, 1.89) and N(0.55, 27.71) respectively.

In the third place, we seek the optimal number of neigh-
bours, kopt, for the knn algorithm by using the same train-
ing dataset. The maximum probability of re-identification PR

varying the number of neighbours from 1 to 10 is found for
kopt = 2.

4.3. Test

After tunning the parameters of the knn algorithm and mod-
eling the correlation and heights into a probabilistic frame-
work, we test our algorithm using an independent test set.
We obtain a probability of re-identification of 58.11%, which
clearly outperforms the re-identification rates obtained using
Bodyprints for the same dataset, which was of 53.05%. Fig-
ure 3 shows some challenging people that motivate the use
of the BoA strategy since their temporal appearance presents
significant variance. Note that for all these cases, the mean
colors retrieved by Bodyprints would not be fully represen-
tative of each person. For the man with label 23 pushing a
trolley, there is a period of time where his hand is segmented
correctly and is connected to the body, but there is also a pe-
riod where the hand does not appear. The women with la-
bels 50, 43 and 28 are taking a shopping basket from the pile.
The inaccurate segmentation yields a red color during several
frames of the temporal signature. On other hand, both the
women with labels 28 and 14 hold a white paper at the end
of the signature. Finally, the man with label 3 shows a prob-
lem of illumination variability together with the contribution
of the shopping basket.

The reason of the improvement achieved by BoA relies
on the independent treatment of the temporal information of
the appearance. Figure 4 shows the accumulated probabil-
ity of matching for two different persons. The sparsity of
the histogram of person with ID 28 shows that several people
presented similar appearance to the person of interest during
small instants, mainly at the central and final frames of the
track. However, the contribution of the first frames, where the
appearance is not corrupted yet, are essential for providing
the correct match of this person. The histogram of person 43
shows an easier example of matching, although most of the
first frames are badly classified.

5. CONCLUSIONS

In this paper we have introduced the concept of Bag of
Appearances (BoA) for long-term appearance-based people
re-identification using depth cameras. This new methodol-
ogy consists of describing a person by their multiple repre-

Fig. 3. Examples of challenging tracks
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Fig. 4. Accumulated probability-of-matching of a person at
the entrance against 73 different people gathered at exit. Top
and bottom figures represent the probabilities for people with
IDs of 28 and 43, respectively.

sentations along time. The BoA has been demonstrated to
work in real and complex scenarios where outliers and other
disrupting effects are likely to occur during tracking. Re-
identification rates obtained by our approach clearly outper-
forms state-of-the-art algorithms for re-identification using
depth cameras.
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