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ABSTRACT

In this paper a novel approach of video segmentation into topic units
is presented. This approach is built upon the design in which topic
unit segmentation is transformed into label identification problem
by defining four types of shots that reveal semantic structure of it.
To implement our algorithm, four middle-level features including
shot difference signal, scene transition graph, shot theme and audio
type are extracted to depict the label properties of each shot, and
then CRFs model is employed to identify the labels sequence. CRFs
model integrates context information, so it produces accurate results
in topic unit segmentation. The proposed approach is verified by two
types of data: documentary and news. Experiments on testing data
set yield average 86% F-measure, which illustrates that the proposed
method can accurately detect most topic units in different genres of
programs.

Index Terms— Topic unit segmentation, Conditional random
field

1. INTRODUCTION

Topic unit is regarded as a series of shots for which a subject matter
is discussed [1]. This term is most of the time used with event-driven
video content, such as documentary and news. The task of automatic
topic unit segmentation is to divide the video into topically homoge-
neous segments. Such a techniques is an essential prerequisite for a
wide range of video manipulation applications, such as content in-
dexing, and retrieval, non-linear browsing, summarization etc [1].

In the early stage, the methods of topic unit segmentation are
early based on a set of production rules of how program should be
composed. In [2], Gao et al. assume that news stories begin with the
anchorperson shots, so they propose an unsupervised method that
groups these shots using minimum spanning tree (MST) clustering
to segment the news. In [3], Wang Ce et al. add silence and cap-
tion information to design heuristic rule for news story segmenta-
tion. However, these methods are not applicable to various genres of
TV-news program. Instead of designing heuristic rule, some authors
exploit model-based methods for topic unit segmentation. In [4],
Chaisorn et al. employ decision tree technique to classify the shots
into one of 13 predefined categories and then perform the Hidden
Markov Models (HMM) analysis to locate the boundaries of topic
units. In [5], Xie et al. propose a method of topic unit segmentation
based on the robustness speech recognition technique. In [6], Wang
et al. employ a SVM-based method to identify program boundaries
using a variety of low-level multi-modal features. The model-based
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methods are very likely to break one topic into a few segments lead-
ing to poor precision. To address this problem, Feng et al. proposed
an SVM-detector and dynamic programming (DP) refiner scheme to
segment news story [7]. A common deficiency of the reviewed tech-
niques is that they are only against one kind of topic unit—TV-news.
The documentary is another kind of program that is organized by
topic unit, but these methods are not applied on it. Another deficien-
cy is that they ignore the context information of neighboring shots to
segment topic units. Due to semantic connectivity in the units, the
features of neighboring shots provide important context information
to judge topic unit boundaries, which can effectively decrease miss
or falseness of segmentation.

In this paper, we propose a novel approach for topic segmen-
tation. Compared with prior work in the field, one novelty of our
approach is that we transform topic unit segmentation into label i-
dentification problem by defining four kinds of labels. Such a defi-
nition is easily applicable to different styles of topic unit: news and
documentary. Another novelty of our method is that the proposed
approach employs Conditional Random Fields (CRFs) technique to
predict labels. Because this technique adequately utilizes the con-
text information of neighboring shot, it delivers significantly more
accurate results than previous methods.

2. TOPIC UNIT SEGMENTATION ALGORITHM

2.1. Analysis of proposed algorithm

According to the observations on a great number of actual data, po-
sitional property of shots in the topic units can be classified into four
categories: begin shot (BS) is a start point of the new topic unit; end
shot (ES) indicates that a uint ends in this shot; middle shot (MS)
is the internal shot between BS and ES; single shot (SS) is a kind
of independent shot that contains a complete topic. Such structures
are given in Fig. 1 (a) in which BS {1, 8}, MS {2, 3, 4, 5, 9, 10},
ES {6, 11} and SS {7} construct three typical topic units in video
sequence. In the topic unit sequence, the production rule of news
and documentary can help to identify the types of shots. Taking TV-
news for instance, some news programs are produced by following
rules: 1) a new topic begins with an anchorperson shot or a silence
segment; 2) one topic has a headline caption to abstract its content.
Therefore, anchorperson or silence feature indicates that a shot prob-
ably belong to BS; see shot 1 and shot 8 in Fig. 1 (a). The ES does
not have distinguishing features to indentify it, but it can be judged
by the features of neighboring shots. For example, if the a shot has
anchorperson or silence segment, the previous one may be the ES;
see shot 6 in Fig. 1 (a). MS can be identified by headline caption;
see shot 5 in Fig. 1 (a). SS commonly contains a complete subject
matter in a single shot that can extract both anchorperson and head-
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Fig. 1. (a)The structure of shots in topic unit sequence; (b)Sate transition graph of different types of shots in the topic units.

line caption from it; see shot 7 in Fig. 1 (a). Stated thus, every shot
in a topic unit has its positional property, so topic unit segmentation
can be transformed into label identification problem. If we correctly
identify all labels, we can obtain the topic unit boundaries between
ES and BS, ES and SS or SS and SS.

To accurately identify the types of shots in a topic unit, the pro-
posed method employs CRFs technique that is an effective algorithm
to predict multiple variables depending on each other. Firstly, CRF-
s model estimates the state transition probabilities, when the states
transform between different types of label. State transition relation-
ship is given in Fig. 1 (b), where direction of arrows indicates the
way of state transition and these probabilities can be calculated by
training data. These transition directions and probabilities simulate
the retaliation of different labels in the shot sequence conducting
reasonable results of label estimation. Secondly, CRFs technique
counts all priori probabilities of the four states, which promote the
accuracy of label estimation. For example, if there are not effective
features to identify type of a shot, it will count the most likely la-
bel from training data as the outputting label. Thirdly, comparing
with other models, features of neighboring shots are taken into ac-
count when predict the current label. In the sequence of Fig. 1 (a),
shot 3 does not have helpful features to identify its type, but due to
between anchorperson in shot 1 and headline caption in shot 4 this
shot should express the detail of the report in a topic unit. For this
reason, it probably belongs to MS. CRFs model integrates the above
advantages, so it can accurately predict label of shots for topic unit
segmentation.

Fig. 2. Flow chart of our algorithm.

In Fig. 2, we summarize the main steps of our approach. The

video is divided into shots using algorithm in [8]. Next, visual and
audio features are extracted based on shot units, while those features
are discretized to adapt CRFs tools. Finally, a CRFs model is trained
and used to predict shot labels.

2.2. Features

We choose four middle-level features: shot difference signal (SD-
S), scene transition graph (STG), shot theme (ST) and audio type
(AT). Visual features are directly extracted from key-frames in shot
units. To reduce computational complexity, we employ a common
sampling strategy to select key-frames. Assuming a sampling step
is nt, and ns is the number of frames in one shot. When ns > 3nt

key-frames are sampled by step nt, otherwise the first, middle and
last frame are selected as the key-frames. Using this strategy, no
less than three key-frames would be selected to represent each shot,
which is enough to compute features.

The first kind of features in our algorithm is SDS that depicts vi-
sual dissimilarity of topic unit boundary, and this signal is calculated
by the graph partition model as work [9]. Unlike distance between
low-level features, SDS considers visual information of neighbor-
ing shots in a temporal interval, so it produces a signal with local
invariance. Before calculating SDS, visual distance between each
two shots must be defined according to RGB histogram. To be ro-
bust to noise, the metric proposed in work [2] is used to compute
the distance between two group of key-frames. The SDS must be
discretized in order to input CRF++ tools [10] that are open source
tools for CRF application. Since the topic boundaries are probably
obtained at its local maximum and this value should be larger than
median or mean, discrete feature must reflect these characteristic.
On one hand, range of the signal is divided into thirteen equal subin-
tervals to map each value in signal sequence. On the other hand,
each value is also labeled by three attribute: above or below median,
above or below mean and local maximum or not. Therefore, SDS is
transformed into 4 dimensional discrete features to input into CRFs
model.

In contrast to SDS depicting visual dissimilarity, STG [11] clus-
ters similar shots for purpose of constructing a connecting graph that
depicts repeating shot pattern in a topic unit. Such a method divides
the video into a lot of segments according to the visual similarity, and
the topic unit boundaries are a subset of these segment boundaries.
Then, the shots can be classified into two categories: boundary shots
and interior shots of segments, which are discrete STG feature. To
calculate this feature, we employ the same shot difference measure-
ment function as SDS. In clustering step, a minimum spanning tree
(MST) clustering as work [11] is adopted instead of time-constraint
hierarchical clustering algorithm, due to that MST can easily add
time-constraint in clustering process. Then, STG can be constructed
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by backward searching in same shots cluster as work [11].

Fig. 3. Examples of the predefined theme shots: anchorperson (a)
and (b), headline caption (c) and (d), highlight (e).

ST is an important feature in topic unit segmentation. In this
article, shots are classified into four types of theme: anchorperson,
headline caption, highlight and footage, as shown in Fig. 3. Anchor-
person and headline are effective features to depict TV news pattern
[2, 3], as shown in (a), (b), (c) and (d) of Fig. 2. Highlight shot
is an important landmark in some documentaries, when the topic
moves to the next subject, as shown in (e) of Fig. 3. If a shot cannot
be classified into the above categories, it will be labeled as footage
shot. To classify the shot theme, discrete cosine transform (DCT)
coefficients feature [12] and three parallel support vector machine
(SVM) models are used. Probability of ST is calculated according
to following formula: Ptheme = max{PAk, PCk, PHk}, k ∈ Si,
where PAk, PCk and PHk are discriminative probability of an-
chorperson, headline caption and highlight respectively; k is index
of key-frame of shot Si. Ptheme > 0.5 shot theme is classified to
the corresponding type, otherwise shot theme is labeled by footage
shot.

A change between topic units commonly accompanies a certain
audio type. Therefore, AT is an effective clue that indicates a starting
point of new topic unit. For example, there may be a silence or mu-
sic appearing between different units. A helpful audio classification
algorithm in [13] is used to classify sound type. Features are extract-
ed from audio data across two shots during half second in each one.
Then, all sounds are classified into silence, speech, music and noise
by two cascaded SVMs.

2.3. Topic unit model based on CRFs

There are many articles to introduce principle of CRFs, such as [14,
15], and due to the limited space, we will not go into these details
of CRFs in this paper. To implement our algorithm, we use CRF++
tools to train the model and predict labels. We use 7 dimensional
features in which components of SDS, STG, AT and ST are 4, 1, 1
and 1 respectively. To train a CRFs model, each feature vector must
map a tag to indicate the type of shot. In predicting process, we only
input a feature vector list to obtain boundaries of topic unit between
ES and BS, ES and SS or SS and SS.

Let S = {si, i ∈ n} represents n labels of shot sequence,
and X = {Xi, i ∈ n} is corresponding feature vector sequence.
Each Xi in X represents a group of audio and visual features that
are extracted from shot i. The goal of topic unit segmentation is
to maximize the number of labels si that are correctly classified,
which need to learn an independent per-position classier that maps
X = {Xi} → S = {si} for each shot i. The solution of CRFs to
this problem is to model the conditional distribution p(S|X). The
probability assigned to a label sequence for a particular sequence of
shots by a linear-chain CRFs is given by the equation below:

p(S|X) =
1

Z (X)
exp

(
n∑

i=1

m∑
k=1

λkfk (si−1, si, xi)

)
(1)

where Z (X) is a normalization function:

Z(X) =
∑
si∈S

exp

(
n∑

i=1

m∑
k=1

λkfk (si−1, si, xi)

)
(2)

function fk (·) ∈ {0, 1} represents empirical function that depend-
s on input variable. In theory, current label si can depends on the
feature vector of all shots, but the feature vectors of neighboring
shots are only considered in practice. In formula, k donates range
of neighboring feature vectors to predict si. CRF++ tools use a tem-
plate to control the value of k, and the detail can refer to [10]. Using
λ = {λk, k ∈ m} that is estimated in learning process, the maxi-
mum probability of the label sequence S = {si, i ∈ n} in the con-
ditionX = {Xi, i ∈ n} can be calculated, which S = {si, i ∈ n}
is desired of label sequence.

3. EXPERIMENT RESULTS

Table 1. The information of data set.
genre segment time(min) shots Topic

Topic unit news 6 167 2234 138
documentary 6 160 1839 63

total 12 327 4073 201

We choose about five and half hours data and cross-validation
strategy to evaluate the performance of our method. In cross-
validation, the half data set that is used to train model are not
overlaps with testing data. The data set contains two kinds of pro-
gram: documentary and news. Table 1 summarizes the information
of data set. For each video, ground-truths of the topic unit bound-
aries are obtained by a human observer in accordance with definition
in work [1]. Recall, precision, and F-measure are selected following
the work [1] to evaluate the performance. In addition to use CRF++
tools, we also implement our method and comparative methods by
C++ language and Opencv tools.

3.1. Impact of template ranges on performance

As mentioned above, the template is employed to control the range
of neighboring features used to predict current label in CRF++ tools.
In the first experiment, we compare the results using different tem-
plates on topic unit segmentation. In Fig. 4 (a), the performances
of our algorithm are respectively presented by varying the template
from 1 to 4. It can be observed that the algorithm yields better re-
sults with template range increasing. The probable reason for this
phenomenon is that large template provides more context informa-
tion on predicting labels than small one. Taking shot 3 in Fig. 1 (a)
for example, when the template equal to 1, only the features from
shot 2 and shot 4 can be used to predict this label. However, if the
template increase to 2, the features of shot 1 and shot 5 also are
employed to predict its label. Therefore, the large template is more
possible to contain important clues to identify shot types.

3.2. Impact of features on performance

Having examined the performance of different templates, we then
compare the impact of different features on topic unit segmentation.
Performance of different features in topic unit segmentation is giv-
en in Fig. 4 (b): 1- STG, 2- SDS, 3-AT, 4-STG, SDS and AT, 5-ST,
6-STG, SDS and ST, 7-AT and ST, 8-STG, SDS, AT and ST. From
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Fig. 4. (a) Result of topic unit segmentation using different template in CRFs model; (b) Result of topic unit segmentation using different
features; (c) Comparative results (using F-measure) with different error tolerance on topic unit segmentation.

it, we can learn that STG and SDS are less effective than AT, and
furthermore the most effective feature is ST. Reasons of the above
phenomenon are following: STG and SDS only depict visual dis-
tance of neighboring shot. However, a new topic unit usually begins
with silence and music, and thus AT is more useful than STG and
SDS. Since ST indicates the key point in the structure of topic unit,
it is the most effective feature in the segmentation. It is concluded
that performance of CRFs model depends on the effectiveness of fea-
tures. Fortunately, CRFs model has ability to accept a large number
of input features for prediction.

3.3. Comparison with HMM model on topic unit segmentation

Table 2. Comparative result with HMM model on topic unit seg-
mentation using precision, recall and F-measure.

CRF HMM
Precision Recall F-measure Precision Recall F-measure

news01 100% 89% 94% 88% 79% 83%
news02 100% 100% 100% 82% 75% 78%
news03 96% 93% 95% 85% 79% 82%
news04 100% 94% 97% 77% 72% 74%
news05 100% 96% 98% 88% 85% 86%
news06 100% 100% 100% 83% 77% 79%

documentary01 100% 100% 100% 100% 100% 100%
documentary02 100% 100% 100% 100% 100% 100%
documentary03 67% 60% 63% 55% 47% 50%
documentary04 71% 57% 63% 43% 50% 46%
documentary05 69% 55% 61% 45% 49% 47%
documentary06 66% 58% 62% 46% 46% 46%

average 89% 84% 86% 74% 72% 73%

In this section, we compare the segmentation results with HMM
model. Because there is not a publicly available dataset in topic
unit segmentation and features in our method are quite different with
other methods, we only compare results with HMM model based on
same features. As shown in Table 2, performance of CRFs model on
news has an obviously improvement. This is because CRFs model
predicting labels uses more context information than HMM model
that only use last state and the current features to predict the label
according to Markov assumption.

Testing set of documentaries are two programs that contain six
video segment. The first two video come from one program, while
the last four come from another. In the first program, there is high-
light shot in ST features between different topic units, as shown in

(e) of Fig. 3. Such a program has excellent results on both CRFs
model and HMM model, as shown in Table 2. In contrast, highlight
shot does not exist in the second program. Although the performance
of CRFs model is also superior to HMM model, it has obviously de-
cline in comparison with the first program. This phenomenon further
prove CRFs model depending feature efficiency on label production.

3.4. Accuracy of topic unit boundaries

In the last experiment, we compare accuracy with different method-
s. In topic unit segmentation, a reasonable boundary error tolerance
is no more than two shots. Average length of the shots near two
seconds, so average of boundary error is no more than five seconds,
which is acceptable according to audience experience. However, if a
method can provide more accurate results, the feeling of audience in
browsing video will be better. In the experiment, we find that CRFs
model tends to miss the boundaries, but accuracy of right labels is
better than other methods, as shown in Fig. 4 (c). When error tol-
erance becomes more rigorous, there is a slight F-measure decline
using CRFs model. The reason of this phenomenon is that CRFs
model chooses the global optimum solution during inference.

4. CONCLUSION

In this paper a novel topic unit segmentation method, making use of
CRFs technique, is presented. As one contribution of this method,
the algorithm is developed for topic unit segmentation by transform-
ing it into label identifying problem that reveals the semantic struc-
ture of topic unit. Another contribution of this method is that CRFs
modal is exploited to identify label sequence. Since the context in-
formation of neighboring shots is taken into account, CRFs model
delivers accurate results. In experiment, our method is successfully
validated on documentary and news, while the encouraging experi-
mental results demonstrate its effectiveness to topic unit segmenta-
tion.
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