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ABSTRACT
We present an evaluation of different resampling strategies for au-
tostereoscopic multiview displays. In particular, we compare the
computational efficiency, memory requirements, and image qual-
ity of different resampling algorithms with focus on real-time archi-
tectures. Our assessment shows large differences in computational
complexity for similar image quality, and aims at providing a recom-
mendation for selecting a suitable resampling strategy.

Index Terms— Resampling, autostereoscopic, multiview

1. INTRODUCTION

Stereoscopic TV displays have dominated the consumer market in
the past years. Unfortunately, current technology relies on special
glasses to perceive the 3D illusion and thus reduces the overall attrac-
tion of stereoscopic 3D (S3D). As alternative, multiview autostereo-
scopic 3D (MA3D) displays are able to provide a glasses-free 3D
impression, and the first high-quality TV sets are emerging into the
consumer market.

One key challenge of MA3D is to provide multiple views of the same
scene to the viewer. Beside the technical difficulty of acquiring mul-
tiview (MV) content, the number of views is display-specific and
can currently range from 5 to more than 20 views. Thus, producing
MV is not feasible and S3D-to-MV conversion is a more attractive
option. The main technology employed today is depth-image based
rendering (DIBR) [1]; the more recent image domain warping (IDW)
approach [2] is also gaining increased interest.

Any S3D-to-MV algorithm involves a non-linear image transforma-
tion step. Although each output view can be treated as a separate re-
sampling problem, MV displays require adapted anti-aliasing meth-
ods as described by Konrad et. al. [3–7]. Based on these findings, our
work highlights the specific effects of MV resampling and provides
a comparison of several resampling techniques in terms of visual
artifacts and hardware costs (number of operations and memory re-
quirements). The evaluation is based on the IDW framework [2], but
the results can also be applied to DIBR methods. While a large body
of previous work is concerned with single image resampling [8–10],
their findings cannot be directly extended to MV sampling.

2. BACKGROUND

In this work, we analyze the following model for MV display re-
sampling. High definition S3D video is converted to n output views,
using a non-linear forward warp function that maps each input view
to a transformed output view. The warped output views are then re-
sampled to form an interleaved MV image. In the following, we
summarize these steps in more detail, based on [3–10].

Single View Image Resampling. An image warp is defined as
continuous mapping x = m(u) that maps any coordinate u ∈ R2

from the input domain to a location x ∈ R2 in the output domain.
In order to transform a discrete input to a discrete output, four steps
are generally employed. First, a continuous signal fC

in(u) is recon-
structed by applying an interpolation filter hi to the discrete input.
Second, the continuous signal is warped to fC

warp(x) using m(u).
In a third step, an anti-aliasing filter haa is applied to achieve an
aliasing-free output signal fC

aa(x). Finally, this signal is sampled to
form the discrete output image. See Fig. 1 for an illustration.

Sampling for Multiview Displays. Image sampling is usually
performed using orthogonal sampling grids. In contrast, MA3D
displays often employ slanted lenticular lenses to achieve view-
multiplexing [3], and thus result in non-orthogonal or irregular
sampling grids (Fig. 1). Unfortunately, classical sampling theory
cannot be applied to define the anti-aliasing filter haa in such cases.
As shown by Konrad et. al. [4–7], an ideal filter needs to limit the
frequency content to a primitive cell of the inverse sampling lattice.
In general, this results in non-separable anti-aliasing filters with an
intricate shape. For example, the lattice in Fig. 1 leads to a filter
with a hexagonally shaped frequency response. However, for natural
images, this ideal filter can be approximated by using more efficient
separable filters [6].

Resolution Ratio. Due to the view-multiplexing of MA3D dis-
plays, the effectively used resolution of each input view is often
considerably smaller than the overall resolution. More formally, a
resolution ratio between the input images and the interleaved output
image can be defined as the quotient of the density of their sam-
pling lattices [4]. This ratio is denoted as ρ(Λ1,Λ2) = d2/d1 in
the following, where d1 and d2 are the corresponding densities of
the lattices Λ1 and Λ2. The ratio allows to describe a change in res-
olution for non-orthogonal sampling grids (e.g. downsampling for
ρ(Λ1,Λ2) < 1), and plays an important role in our evaluations.

3. PRACTICAL MULTIVIEW RESAMPLING

Having introduced the general steps of MV resampling, we now ad-
dress the problems that arise with computationally efficient filter ker-
nels. We then show different strategies for MV rendering and high-
light their potential pitfalls.

3.1. Resampling Artifacts

Generally, there is no closed-form analytical expression for the ren-
dering equation fD

view(x) that is useable in practice. Thus, it has to
be approximated with non-ideal filters and intermediate rasterization
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Fig. 1: MV resampling: the opaque red arrows (top) reflect the steps of the analytical resampling problem as presented in Sec. 2. The
faded green arrows (middle) and blue arrows (bottom) indicate the steps of practical implementations using pre-filtering and post-filtering,
as presented in Sec. 3.2. Note that the MA3D output view is sampled on a non-orthogonal sampling grid defined by Λview1, illustrated for
the Alioscopy HD 42” display [11] on the right.

steps, which in turn gives rise to blur and aliasing. Blur is due to at-
tenuation in the filter pass band and can be reduced by using higher
order filters. Aliasing is due to insufficient attenuation in the stop
band which causes components of the periodic spectrum of the in-
put image to alias back into the pass band upon re-sampling. We
will focus on aliasing artifacts because aliasing is specifically no-
ticeable in multiview resampling applications due to non-orthogonal
sampling grids. There are two potential sources for aliasing: the
non-orthogonal display sampling and the warp transformation.

To analyze aliasing artifacts due to non-orthogonal sampling, we as-
sume a simplified setup with unit mapping m(u) = u and similar
sampling densities ρ(Λin,Λview) ≈ 1. In this case, both filters hi

and haa in Fig. 1 (red arrows) can be combined into one resampling
filter hi aa = hi ?haa. When a low-order separable filter such as the
bilinear kernel is used, aliasing can appear due to the mismatch to the
bandwidth shape. While this effect is usually negligible for orthog-
onal sampling lattices, it is much more visible for non-orthogonal
lattices. As the spectral components of the input are also replicated
non-orthogonally, these replicas can bleed into very different regions
of the hexagonally-shaped display bandwidth, shown in Fig. 2 (a-b).
This results in aliasing patterns with different directionality, which
can be seen in the reconstructed1view Fig. 2 (c).

Aliasing due to the warp manifests itself in similar but more local-
ized artifacts. These artifacts can occur in regions that are strongly
compressed. In S3D-to-MV conversion, this type of aliasing is typi-
cally less visible, as image compressions are only performed in less
salient regions such as backgrounds or uniform regions [2]. Further-
more, in S3D applications, transformations are mostly restricted to
horizontal translations since the transformations originate from hor-
izontal disparities [1].

3.2. Removing Aliasing Artifacts

There are two diverse ways to mitigate aliasing due to the non-
orthogonal sampling: first, the spectral copies can be attenuated bet-
ter by using a higher order filter hi aa, as shown in Fig. 2 (c-e);
secondly, the spectral copies can be spaced further apart by using

1The display views are reconstructed on a rectangular 1080p lattice with a
very high order (51x51), hexagonal FIR filter in order to simulate the MA3D-
screen-to-eye transfer function. The filter was designed with the fwind2
method from Matlab’s image processing toolbox (using a Hann window).

oversampled input images, as shown in Fig. 2 (f-h). If a unit map-
ping is employed, both techniques could be integrated into the re-
sampling pipeline easily in one single step. However, when using
arbitrary transformation mappings m(u), combining hi and haa be-
comes computationally extremely challenging, as most filter kernels
cannot be transformed analytically.

Thus one solution is to perform the interpolation with a low order
interpolation kernel hi and apply a high quality post-filter hpost to
the transformed image (the technique is illustrated in Fig. 1 with
blue arrows). This post-filter is then independent of the transforma-
tion and can be implemented efficiently. Aliasing artifacts due to the
warp are barely visible in this setting, as no directionality change
happens when the transformed image is sampled on the orthogonal
grid Λpost (Fig. 3a shows a compressed image region that was ren-
dered with a post-filtering method and no anti-aliasing filter haa).
Anti-aliasing is not strictly required, but it could be performed by
adaptively super-sampling the output image on a higher resolution
along the horizontal direction, for example.

Using the fact that for stereo applications the warp is approximately
a global translation, i.e., only has small local variations, we propose
a second strategy that moves the high-quality filter to the input im-
age domain. That is, we use oversampling in the input domain, by
applying a high quality pre-filter hpre to up-sample the input image
(illustrated in Fig. 1 with green arrows). Deviations from a global
translation in the warp now causes aliasing artifacts that exhibit a
directionality change since the transformed image is sampled on the
non-orthogonal grid Λview. Thus aliasing due to the warp is in this
case more visible than with post-filtering (Fig. 3b). The effect can be
mitigated using adaptive supersampling or by using adaptive splat-
ting [12] as shown in Fig. 3 (c-d).

4. EVALUATION

In this section, we compare the resampling quality and complexity
of efficient and practical resampling strategies for MV rendering.
First, we will describe the evaluation setup. Then, we discuss the
evaluated resampling strategies. Finally we will discuss the benefits
and drawbacks of the evaluated algorithms. Fig. 4 summarizes the
results of our evaluation.

PSNR Measurements. In order to assess the resampling quality
of different resampling strategies, we measure the mean peak sig-
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Fig. 2: Aliasing artifacts due to non-orthogonal view sampling: a) shows the periodic input spectrum, where the white boxes illustrate the
input bandwidth. The bandwidth of one view of the Alioscopy HD 42” display [11] is illustrated with the hexagonal cells (the primitive cell is
drawn in orange). c)-d) show reconstructed display views for different resampling filters of increasing complexity: c) bilinear, d) bicubic, e)
6x6 polyphase Lanczos (use your document viewer to zoom in, in order to better see the artifacts). b) shows the resulting spectrum of c). The
frequency components in the red circles cause aliasing with directionality change. Alternatively, oversampling can be used instead of higher
order filters to reduce aliasing. f)-h) show the effect for 1.5× and i)-j) for 3× oversampling, using a separable 6x6 polyphase Lanczos kernel
to upsample the input image.

(d)

(a) (b)
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Fig. 3: a) and b) show the effect of post- and pre-filtering with a
bilinear kernel hi and no filter haa. Aliasing is barely visible in a).
c) shows similar results, with additional adaptive 2× supersampling
in horizontal direction using a simple box filter haa. c) shows pre-
filtering with adaptive EWA splatting [12], where Gaussian kernels
are used for hi and haa.

nal to noise ratio (PSNR) of one reconstructed view with respect
to a high quality reference over 31 frames of the Undo Dancer test
sequence [13]. The output views are reconstructed as described in
Sec. 3.1. The reference image is rendered from 1080p input footage
with a high quality two-step splatting algorithm and a nonseparable
51 × 51 post-filter hpost. The algorithm employs 6 × 6 Lanczos
kernels for hi and haa and an intermediate rasterization step with
variable supersampling to transform the input images.

Complexity Measurements. To compare the computational com-
plexity of the different approaches, the number of operations and
memory costs are estimated analytically. We assume 10% of all ren-
dered pixels require anti-aliasing for the adaptive anti-aliasing meth-
ods. Memory costs assume that the warp results in a vertical pixel
translation of maximally two pixels (on Λin r1).

Experimental Setup. Our evaluation is performed using the pa-
rameters of the Alioscopy HD 42” display [11], which supports 8
views interleaved into a super-lattice with resolution 1920 × 1080
RGB pixels. As the size of the input views has an impact on compu-
tational complexity and image quality, we evaluate each resampling
configuration on three different input resolutions. A prefix r1 de-
notes ρ (Λin r1,Λview) = 1/8 (input resolution 1920× 1080), pre-
fix r2 denotes ρ (Λin r2,Λview) = 1/2 (input resolution 960×540),
and prefix r3 denotes ρ (Λin r3,Λview) = 9/8 (input resolution
640× 360).
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Fig. 4: a) shows estimates of the computational cost of the evaluated methods. b) and c) show the operation and memory costs (normalized)
versus image quality (mean PSNR value over 31 frames of our test sequence, evaluated on one view). The PSNR is calculated w.r.t. a high
quality reference image (Sec. 4). The normalized operation cost is calculated by relative weighting of the operation types. The weights were
estimated by synthesizing 20bit fixed point operators in UMC 65nm CMOS technology at 400MHz: add = 0.0571, add const = 0.0429,
mult = 0.2857, mult const = 0.0929, div = 1.0.

4.1. Resampling strategies

In our evaluation, we focus on practical and efficient resampling
strategies. More specifically, we compare bilinear, bicubic and
Gaussian interpolation kernels hi and their pre- and post-filtering
variants. All pre-filtering variants up-sample the input images onto
a 1920× 1080 grid Λpre. All post-filtering variants retain the same
resolution Λin = Λpost before subsampling to Λview.

The bilinear and bicubic kernels hi are implemented using backward
mapping, and will thus require the inversion of m(u). The 4 variants
will be denoted as BilPre, BilPost, BicPre and BicPost. Aliasing
due the warping is mitigated using adaptive 2× supersampling in
horizontal direction using a simple box filter haa.

Gaussian kernels allow for efficient forward mapping and do not re-
quire the costly warp inversion of backward mappings. Furthermore,
Gaussians are closed under affine transformations which allows to
analytically combine interpolation hi and anti-aliasing haa into one
single filter (adaptive elliptical weighted average (EWA) splatting
[12]). The respective pre- and post-filtering methods are denoted
as EwaPre and EwaPos. As additional simplification, the post-filter
hpost can be chosen as Gaussian and merged with hi and haa into
one single filter kernel, such that only one filtering step has to be per-
formed. This combined EWA variant will be denoted as EwaComb.
Note, that neither of the three variants requires super-sampling, as
forward EWA rendering is implemented as an area sampler and thus
implicitly includes anti-aliasing.

Warp Interpolation and Inversion. The warp m is usually
not provided as analytical function but described by samples of
a quadrilateral mesh [2]. Furthermore, this mesh is often not pro-
vided at pixel-resolution but approximated at lower resolution,
usually at 10× smaller widths and heights. This has implications for
backward-mapping methods, as this quadrilateral warp mesh must
be inverted for every output sample. Note that higher-resolution
meshes require less intermediate values to be stored in memory, but
also result in higher computational complexity. In our evaluation,
this warp inversion is performed using barycentric coordinates for
performance reasons, however, this may lead to visible artifacts for
coarser mesh sizes. The complexity of backward mapping methods
is thus reduced in applications that use the inverse mapping m−1().

4.2. Discussion

Fig. 4 a) shows the estimated complexity of the evaluated algorithm
variants and (b-c) relate those estimates to the image quality. As
can be seen from the PSNR plots, rendering from higher resolution
input footage leads to significantly better quality. However, all post-
filtering variants suffer from increased operation and memory cost
in this case. This becomes even more pronounced for a bigger num-
ber of views, as all intermediate results Λpost need to be stored and
downsampled. In contrast, the pre-filtering variants offer consider-
ably lower complexity when rendering from higher input resolution,
as only a small amount of super-samples is required in addition to
the exact number of output samples.

The combined filtering approach EwaComb has low complexity and
requires small memory sizes, especially for r3 footage. However
it suffers from the low filter order and exhibits well visible, global
aliasing artifacts due to the display sampling. This results in low
PSNR values, which could only be mitigated by broadening the fil-
ter width at the cost of increased blurring. Thus the PSNR satu-
rates around 37.6dB even for high resolution footage. While the
other two forward mapping algorithms EWAPre, EWAPost show the
promise of lower complexity due to the combined filter, the combi-
nation comes at the cost of lower PSNR ratios than their backward
counterparts.

5. CONCLUSION

Our evaluations show that among the evaluated algorithm configura-
tions the pre-filtering variants offer the best trade off between image
quality and computational complexity – regardless of the input reso-
lution. They also show good scalability with respect to the number of
views, since only the required display pixels are calculated and the
high quality filtering is performed on the input images. However,
the highest visual quality is achieved by post-filtering variants using
high resolution input images. Interestingly, the quality-complexity
trade-offs for the EWA filtering are only convincing for smaller in-
put resolutions. The highly optimized forward mapping algorithm
of Berretty et al. [14] shows promising results and might be a better
option to EWA filtering.
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