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ABSTRACT
In this paper, we present a dual off-axis color filtered aper-
ture (DCA)-based computational imaging system for depth
estimation in a single-camera framework. The DCA has one
primary (red) color and its complementary (cyan) color fil-
tered apertures located off the optical axis to generate mis-
alignment between color channels depending on the distance
of a region-of-interest from the camera. Disparity of color
shifting values (CSVs) between color channels in the image
acquired by the DCA-based imaging system is estimated us-
ing L1-norm minimization of energy functional considering
both brightness and gradient constancies and only translation
of x-axis. The two data terms both red to green (R-G) and
red to blue (R-B) are combined in a single data term. The
proposed imaging system can be implemented by simply in-
serting an appropriately resized DCA into any general optical
system. Experimental results show that the proposed DCA
can estimate the distance of the scene from the camera in the
single-camera framework.

Index Terms— Depth estimation, computational camera,
optical flow, 3D reconstruction, 3D image acquisition

1. INTRODUCTION

A variety of different approaches have been developed to es-
timate the depth map or reconstruct a 3D scene from one or
more 2D images. This problem has broad applications in ar-
eas such as robot vision, human computer interfaces, intelli-
gent visual surveillance, 3D image acquisition, and intelligent
driver assistance systems. Traditional approaches to recover
depth information from 2D images have relied on either stereo
vision or cues such as shading, focusing, and motion. Stereo
vision is one of the most well-known depth estimation ap-
proach using binocular disparity between two images having
different viewpoints [1]. In spite of its many advantages, it
requires the use of a pair of cameras.

Recently, computational imaging systems have been de-
veloped to obtain information that is not readily available or

possible to obtain with a conventional imaging system [2].
Computational cameras are imaging systems that combine
unconventional optics with signal processing to perform spe-
cialized functions. These cameras alter the rays entering the
camera through special optics, and the light field that is im-
aged by the sensors is then processed to create the desired
information. These cameras have been developed for such
functions and applications as re-focusing, scene segmenta-
tion, and 3D computer vision.

One type of computational imaging system modifies the
geometrical structure of the aperture. An example is the
coded aperture camera that intentionally generates specific
image blur using the coded aperture, and the coded aperture
image is then processed to create a depth map. Levin has
proposed frequency property-based coded apertures that ef-
ficiently adjust the defocus blur. The computational camera
with the coded apertures is able to estimate the depth of the
scene in a single image [3].

Another approach is to use a camera that has dual aper-
tures that are placed off-center from the optical axis. The ef-
fect of the dual apertures is to shift the projected object points
on the image plane as a function of the distance of an object
from the camera. Dou has proposed an off-axis aperture cam-
era using the aperture size as a variable to estimate depth for
3D shape reconstruction. However, this camera has limited
freedom and requires a complicated camera configuration [4].

Since color images consist of red, green, and blue color
channels, Maik considered the use of three color filtered aper-
tures (TCA) using shifting property of three off-axis aper-
tures [5]. Kim proposed a multifocusing image restoration
algorithm using the distance estimation in the color shifted
image using TCA [6], and Lee has proposed full depth map
estimation using depth interpolation from the sparse depth
map using the TCA camera [7]. Since these approaches use
the region-based segmentation or the depth interpolation, the
performance of these depth estimation is slow and inaccurate.

In this paper, we present a dual off-axis color filtered aper-
ture (DCA) configuration using a primary (red) color filter
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and a complementary (cyan) color filter in a single-camera
framework. The two color filter apertures are displaced hor-
izontally with respect to each other along the x-axis and, as
a result, when an object is imaged with the DCA camera, the
object in the green and blue channels will be shifted along the
x-axis with respect to the object in the red channel with the
amount of the shift depending on the distance of the object
from the camera.

Although DCA camera provides depth-dependent shift-
ing among color channels, conventional matching algorithms
only considered brightness constancy cannot easily estimate
the spatial disparity because color channels have different in-
tensity levels. To address this problem, disparity of color
shifting values (CSVs) between color channels in the image
acquired by the DCA camera is estimated using L1 minimiza-
tion of energy functional considering both brightness and gra-
dient constancies and only translation of x-axis. The L1 min-
imization of the energy functional can remove the outlier at
the boundary in the discrete signals. The two data terms both
red to green (R-G) and red to blue (R-B) are combined in a
single data term.

Experimental results show that the proposed method can
not only estimate efficiently the depth of the scene but also
correct color misalignment in a color shifted image. The
DCA-based imaging system can be used for various photo-
graphic applications such as multifocusing, refocusing, and
depth-based image segmentation. This system can be also ap-
plied to video processing applications such as video surveil-
lance systems, intelligent driver assistant systems, and robot
vision.

2. DUAL OFF-AXIS COLOR FILTERED APERTURES

The aperture of an optical system is an opening that adjusts
the amount of the light that is focussed onto the image sensor.
The center of the aperture in a traditional imaging system is
aligned with the optical axis of the lens. The convergence
pattern of an object that is located at in-focus position, Ai,
on the image plane will form a point as shown in Fig. 1(a).
However, when the object moves away from the plane of Ai

to a far-focus position, Af , then the convergence pattern on
the image plane will form a circle of confusion (COC), whose
radius depends on the distance of the object as shown in Fig.
1(b).

If the camera is reconfigured to have two off-axis aper-
tures as shown in Fig. 2, then the convergence pattern of the
projected point on the image plane is divided into the two pro-
jected points if the object is not located at Ai. As the object
moves from Af to Ai, the two projected points converge to a
single point in the image plane. As the object continues mov-
ing towards the near-focus position, An, the converged pro-
jected point begin to diverge from each other in the opposite
direction. In both cases, the distance between two separated
convergence patterns depends on the distance of the object

(a) (b)

Fig. 1. A conventional imaging system with an aperture aligned
with the optical axis. Image formation of an object at the (a) in-focus
position and (b) far-focus position.

Fig. 2. Dual off-axis apertures configuration with color filters.

from the camera. When a red color filter is placed over one
of the apertures and a cyan (blue plus green) color filter is
placed over the other aperture, then the the two convergence
patterns will be captured separately by the red sensors and by
the green and blue sensors, respectively, in the Bayer array.
Therefore, the color shift model can provide the geometric
disparity of misalignment. The geometric disparity can be es-
timated from the amount of color deviation between the two
projected points as shown in Fig. 3. For example, the point of
the object at the in-focus position has the convergence point
which does not have color misalignment. However, if the ob-
ject goes farther than the in-focus position, color misalign-
ment occurs in the image on the sensor. On the other hand,
if the object comes closer than the in-focus position, color
misalignment occurs in the opposite direction to the far-focus
position. Thus, the distance of the object can be estimated us-
ing color shifting value (CSV) that corresponds to the length
of the amount of misalignment between color channels from
the color shifted image.

3. DCA CAMERA-BASED DEPTH ESTIMATION

In order to estimate the distance of an object within an im-
age, it is necessary to estimate the color shift vector (CSVs)
between the red and green (R-G) channels or between the red
and blue (R-B) channels. The early optical flow algorithms
assume brightness constancy between a pair of images. The
images acquired by the DCA camera, however, do not sat-
isfy the brightness constancy property because the images in
the three color channels generally have different intensities.
Brox has proposed an optical flow estimation algorithm that
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Fig. 3. The convergence patterns of objects at three different
distances in the DCA configuration.

involves the use of a “data” function that involves the mini-
mization of an energy function that includes a gradient con-
stancy assumption as well as brightness constancy [8]. Adapt-
ing this function to the DCA camera image where optical flow
only needs to be estimated along the x-axis, the energy func-
tion for the R-G data term is given by

Erg
data(u) =

∫
Ω

ψ
(
|Ir(x+ u, y)− Ig(x, y)|2

)
dxdy

+

∫
Ω

ψ
(
|Irx(x+ u, y)− Igx(x, y)|

2
)
dxdy, (1)

where u is the shift between the red and green channels, ψ
is a concave function, and Ir(x) and Ig(x) are the R and
G color channel images, and Irx(x) and Igx(x) are the par-
tial derivatives of the R and G color channels with respect to
x, respectively. It should be noted that although u is a func-
tion of x and y and should be written as u(x, y), to simplify
notation the dependence on position is omitted. As in [8], we
use ψ(s2) =

√
s2 + ε2 where ε = 0.001, which results in a

modified L1 minimization of the energy. A similar definition
for the R-B data term,Erb

data(u), is formed by replacing Ig(x)
with Ib(x) in Eq. (1). Finally, a piecewise smoothness con-
straint is applied by including a penalty term of the form [8]

Esmooth(u) =

∫
Ω

ψ
(
ux(x, y)

2 + uy(x, y)
2
)
dxdy, (2)

where ux(x, y) is the partial derivative with respect to x of
the color shift map. Thus, the total energy function that is to
be minimized is the weighted sum of the two data terms and
the smoothness term,

E(u) = Erg
data(u) + Erb

data(u) + αEsmooth(u), (3)

where α > 0 is regularization parameter.
The color shift function, u(x, y), is found by minimizing

the total energy functionE(u). However, minimizingE(u) is
non-trivial because E(u) is highly nonlinear. Therefore, the
data terms are first linearized using a first-order Taylor series
expansion. For example, the linearization of Erg

data(u) gives

Erg
data(u) ≈

∫
Ω

ψ
(
|Irg(x, y) + uIrx(x, y)|

2
)
dxdy

+

∫
Ω

ψ
(
|Irgx (x, y) + uIrxx(x, y)|

2
)
dxdy, (4)

where

Irg(x, y) , Ir(x, y)− Ig(x, y),

and Ix(·) and Ixx(·) are the first and second order partial
derivatives of I(·) with respect to x. Performing the lineariza-
tion of the data termErb

data(u) yields a similar expression with
Ir(x, y) replaced with Ib(x, y) and Irg(x, y) replaced with
Irb(x, y).

Having linearized the data terms, the next step is to solve
for the color shifting values, u(x, y). To do this, we use Euler
Lagrange equations to find the function u(x, y) so that

∂L

∂u
− ∂

∂x

∂L

∂ux
− ∂

∂y

∂L

∂uy
= 0,

where L is the integrand of the energy expression in Eq. (3),
which gives

0 = ψ′
1(·) [Irg(x, y) + uIrx(x, y)] I

r
x(x, y)

+ ψ′
2(·) [Irgx (x, y) + uIrxx(x, y)] I

r
xx(x, y)

+ ψ′
3(·)

[
Irb(x, y) + uIrx(x, y)

]
Irx(x, y)

+ ψ′
4(·)

[
Irbx (x, y) + uIrxx(x, y)

]
Irxx(x, y)

− αψ′
5(·) [uxx(x, y) + uyy(x, y)] , (5)

where

ψ′
1(·) = ψ′(Irg(x, y) + uIrx(x, y)

)
ψ′

2(·) = ψ′(Irgx (x, y) + uIrxx(x, y)
)

ψ′
3(·) = ψ′(Irb(x, y) + uIrx(x, y)

)
ψ′

4(·) = ψ′(Irbx (x, y) + uIrxx(x, y)
)

ψ′
5(·) = ψ′(u2

x(x, y) + u2
y(x, y)

)
.

Discretizing this equation leads to non-linear equation
that may be solved for u using coarse-to-fine warping tech-
niques, outer and inner fixed iteration, and a fixed-point
iteration [8].

4. EXPERIMENTAL RESULTS

To evaluate the feasibility of using a DCA camera for depth
estimation, we used a Canon 450D digital camera with a dual
aperture color filter attached to a Canon EF-S 18−55mm lens.
The resolution of the test images is 2136 × 1424. Shown in
Fig. 4(a) is an image of a crumpled piece of paper that has
been imaged using the DCA camera. The results of estimat-
ing the color shift map u(x, y) using the approach presented
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(a)

(b) (c)

Fig. 4. Result of the color shifting value estimation; (a) input
image from the DCA camera, (b) estimated color shift map,
(c) reconstructed 3-D scene.

in Section 3 are shown in Fig. 4(b). The scale that is shown
on the right indicates the amount of the shift, where the mag-
nitude of the shift is a function of the distance an object is
from the plane of focus. Positive numbers indicate that the
object is in the near-focus plane, whereas negative numbers
correspond to an object in a far-focus plane. Thus, red corre-
sponds to objects that are close whereas blue corresponds to
objects that are distant. The color misalignments in Fig. 4(a)
may be corrected to form a normal image by inversely shift-
ing the both G and B color channels using estimated color
shift map. The proposed method takes about 13 second in
processing 2136× 1424 resolution image.

Another example is given in Fig. 5, which shows the
results of depth estimation for a complex outdoor environ-
ment. Note that due to the L1-norm minimization in the
energy functional, the depth discontinuities are preserved in
the occluded regions.

5. CONCLUSION

In this paper, we presented a dual off-axis color filtered aper-
ture computational imaging system that is capable of creating
a depth map of an image. The DCA camera has a pair of color
filter apertures, one that is a primary color with the other be-
ing its complement. Here, we use red as the primary and cyan
as the complement. The estimation of the color shift map
was estimated using a modified L1 minimization of an energy
functional that assumes constancy both in brightness as well
as the gradient of the brightness. Since the color shifting oc-
curs only along one-axis, optical flow estimation is simplified
over more general optical flow estimation problems.

(a) input image from the DCA camera

(b) estimated color shift map.

Fig. 5. Result of color shifting value estimation for a complex
outdoor scene.

Most traditional imaging systems for three-dimensional
(3D) depth estimation have relied on either multiple images or
additional cues such as shading, focusing, and motion. How-
ever, the DCA-based imaging system estimated the depth in-
formation using the color shifting property of dual apertures
from a single image. The proposed imaging system was im-
plemented by simply inserting an appropriately resized DCA
into any general optical system.

The proposed imaging system can be used for various
photographic applications such as multifocusing, refocusing,
and depth-based image segmentation. This system is also ap-
plied to video processing applications such as video surveil-
lance systems, intelligent driver assistant systems, and robot
vision.
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