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ABSTRACT
In multispectral and hyperspectral image analysis for remote
sensing, variations in contrast due to cloud shadows and to-
pography can cause problems in the demixing process, cre-
ating false endmembers and erroneous fractional abundance
images. This paper introduces a novel hyperspectral mixing
model in which pixel contrast is accounted for explicitly in
the image formation. A method is described for estimating the
per-pixel contrast for any chosen endmember-based demixing
algorithm. Applications of the method to both synthetic and
real-world satellite imagery illustrate its efficacy.

Index Terms— Hyperspectral imaging, multispectral
imaging, image color analysis, remote sensing, geophysics

1. INTRODUCTION
Remotely-sensed electro-optical imagery is widely-used in a
number of fields, including geology and geophysics, defense
and security, and the environmental sciences [1]–[5]. By ana-
lyzing the mathematical structure of the image pixels, various
features of the observed area can be analyzed, such as surface
minerology, geological structure including faulting and fold-
ing, the effects of natural processes, and man-made changes.

Since the advent of persistent multispectral and hyper-
spectral imagers on satellite platforms, there has been ongo-
ing interest in the automated analysis of sensed imagery that
takes into account all possible non-idealities of the image for-
mation process. One of these effects is the variation in pixel
contrast due to either (a) shadowing caused by clouds or (b)
topographical variations. Cloud cover obscures regions in the
line of sight of the image sensor, but it also decreases the con-
trast of regions in the line of illumination. A de-shadowing
method has been developed [6], but it requires some manual
adjustment to work properly. Topographical variations cause
differences in reflectance due to changes in the angle of re-
flection and are typically corrected for using digital elevation
and the angular position of the Sun at the time the image is
collected. This process complicates the analysis procedure, is
often done manually, and does not scale well to large images.
It also requires the alignment and merging of two different

data sets – assuming that the elevation data is available – thus
compounding errors. Such errors can hamper the analysis if
a blind endmember-based demixing approach is used to per-
form the image decomposition. Most methods for hyperspec-
tral image analysis proposed in the scientific literature employ
a blind endmember-finding or simplex approach [7]–[16].

In this paper, a novel model for multispectral and hyper-
spectral image formation is described. This model allows
for changes in contrast on a per-pixel basis, thus potentially-
overcoming analysis issues associated with topographical
variations and shadowing. Using this model, we show how
standard endmember-finding methods can be applied to per-
pixel normalized hyperspectral images, generating normal-
ized fractional abundance images and endmember spectra.
We provide a procedure for relating these normalized quan-
tities to those of the standard model, from which errors in
estimation due to contrast variations can be gauged. The
approach has an additional practical benefit: When applied
to images with significant contrast variations, it prevents the
generation of “false” endmembers and abundance images
caused by shadowing and topographical variations, preserv-
ing precious endmember dimensions for more-significant
image features, and leading to higher-quality image analysis.

2. THE ENDMEMBER - FRACTIONAL ABUNDANCE
- CONTRAST MODEL

Let a hyperspectral pixel sλ at a particular wavelength λ and
position (x, y) be defined as

sλ(x, y) =
M∑
p=1

mλ,pαp(x, y)γ(x, y), (1)

where mλ,p is the pth normalized endmember response at
wavelength λ across the entire scene for 1 ≤ p ≤ M ,
αp(x, y) is the normalized fractional abundance of the pth
material at position (x, y), and γ(x, y) is the contrast of the
pixel at position (x, y). We differentiate contrast γ(x, y) from
scattering. Scattering could be different for different mate-
rials and is indexed by the particular endmember, whereas
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contrast is constant across the endmembers for a given posi-
tion in this model. In this model, we impose the following
two constraints:

M∑
p=1

αp(x, y) = 1,
L∑
λ=1

mλ,p = 1, (2)

where M and L are the number of discrete endmembers and
wavelength measurements per spectral response, respectively.
The first constraint is standard for fractional abundances and
carries over to this new model. The second constraint is new
and implies that the “gain” in each endmember is constant;
i.e. the area under each endmember spectral curve sums to
one.

This model differs from that typically used in hyperspec-
tral image processing, in which the image is first calibrated to
try to remove any variations in contrast, yielding the model

sλ(x, y) =
M∑
p=1

mλ,pαp(x, y) (3)

where no scattering or contrast variation is assumed. In this
standard model,mλ,p is the pth endmember response at wave-
length λ across the entire scene, and αp(x, y) is the fractional
abundance of the pth material at position (x, y), In the stan-
dard model, a sum-to-one constraint on the abundances is im-
posed:

M∑
p=1

αp(x, y) = 1. (4)

There are no constraints placed on the endmember responses
mλ,p nor the pixels sλ(x, y) other than their positivity.

We now relate the two models. To do so, consider the sum
of the hyperspectral pixels in wavelength space:

L∑
λ=1

sλ(x, y) =
L∑
λ=1

M∑
p=1

mλ,pαp(x, y)γ(x, y) (5)

=
M∑
p=1

(
L∑
λ=1

mλ,p

)
αp(x, y)γ(x, y) (6)

= γ(x, y)
M∑
p=1

αp(x, y) (7)

= γ(x, y). (8)

In the above relations, we have used the constraints on
αp(x, y) and mλ,p to simplify the relations. We can see
now that γ(x, y) is well-described by the term contrast, as it
represents the area under the wavelength curve of the hyper-
spectral pixel sλ(x, y). Moreover, if we define the normalized
hyperspectral pixel

sλ(x, y) =
sλ(x, y)
γ(x, y)

, (9)

it is straightforward to show that

sλ(x, y) =
M∑
p=1

mλ,pαp(x, y), (10)

where the following additional constraint is imposed along
with those in (2):

L∑
λ=1

sλ(x, y) = 1. (11)

Clearly, normalized fractional abundances are nonlinearly-
related to fractional abundances, with the degree of non-
linearity dependent on the variations in the energies of the
endmembers. Fractional abundances for which endmembers
are “bright” have higher normalized fractional abundances.

The implications of the above relations are the following:

1. Normalizing each hyperspectral pixel to unit gain has the
implication that the normalized endmembers being found
have unit gain.

2. The normalized hyperspectral model has different abun-
dances from the regular hyperspectral model. If we equate

M∑
p=1

mλ,pγ(x, y)αp(x, y) =
M∑
p=1

mλ,pαp(x, y) (12)

=
M∑
p=1

mλ,p

L∑
l=1

ml,pαp(x, y),(13)

such that

αp(x, y) = αp(x, y)
∑L
l=1ml,p∑M

q=1

∑L
λ=1mλ,qαq(x, y)

(14)

we see that αp(x, y) differs from αp(x, y) in a complicated
fashion. Moreover, while normalization of hyperspectral im-
agery prior to endmember identification has previously been
deemed useful – see e.g. [7] – the implications of the relation
in (14) appear to be largely unexplored.

3. ESTIMATING THE MODEL PARAMETERS

The new model introduced in this paper has a distinct ad-
vantage over the traditional endmember model: Pixel con-
trast variations are explicitly accounted for in the new model.
Thus, data for which pixel contrast γ(x, y) varies over the
scene will be better handled by the new model. By using
the normalized pixels sλ(x, y), we can effectively cancel out
pixel contrast, and all other rules regarding endmember esti-
mation still hold, including positivity ofmλ,p and the sum-to-
one nature of the normalized fractional abundances αp(x, y).
These normalized quantities, however, are incorrect from the
point of view of the standard model.
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In this section, we show how to relate the parameters of
the new normalized model to those of the standard model.
Through these relationships, we can determine the amount of
error in the standard model, resulting in a measure of degree
of fit to the standard model that has heretofore been unavail-
able.

To relate {mλ,p, αp(x, y), γ(x, y)} to {mλ,p, αp(x, y)},

γ(x, y)αp(x, y) = αp(x, y)
L∑
l=1

ml,p. (15)

Assume that we have used endmember estimation in normal-
ized pixel space to estimate {αp(x, y)}, and note that γ(x, y)
is calculated from the received pixels. The terms on the right
of this equation are unknown. Define the quantity

cp =
1∑L

l=1ml,p

. (16)

Then, we have

γ(x, y)αp(x, y)cp = αp(x, y). (17)

Taking the sum of both sides of the above equation over p,

γ(x, y)
M∑
p=1

αp(x, y)cp = 1. (18)

This relationship is a constraint that holds for all pixel posi-
tions (x, y). Define

A = γ(x1, y1)α1(x1, y1) · · · γ(x1, y1)αM (x1, y1)
...

...
γ(xN , yN )α1(xN , yN ) · · · γ(xN , yN )αM (xN , yN )

(19)

c = [c1 · · · cM ]T , (20)

where we have assumed the image to haveN spatial positions
(x1, y1) to (xN , yN ). Then, we have

Ac = 1, (21)

where 1 is an N -dimensional vector of ones. The solution to
this equation is

c = (ATA)−1AT1. (22)

Once c is known, it is straightforward to show that

mλ,p =
mλ,p

cp
(23)

α̂p(x, y) = cpγ(x, y)αp(x, y). (24)

where α̂p(x, y) is the estimate of αp(x, y) under our variable-
contrast model.

Thus, the procedure for estimating the endmembers and
abundances is as follows:

Step #1: Normalize the hyperspectral image pixels sλ(x, y)
to obtain sλ(x, y) using Eqns. (8) and (9).

Step #2: Apply any endmember extraction scheme to the nor-
malized pixels to obtain {mλ,p} and {αp(x, y)}.
Step #3: Use Eqn. (22) to compute the corrections {cp}.
Step #4: Compute the endmembers and fractional abun-
dances using Eqns. (23) and (24).

4. SYNTHETIC EXAMPLE
The following synthetic example shows the efficacy of the
above relations. It also shows how we can test the correct-
ness of the conventional hyperspectral mixing model in (3) in
relation to the generalized model in (1) in which we set

γ(x, y) = 1 + ∆γ(x, y), (25)

where ∆γ(x, y) accounts for small per-pixel contrast varia-
tions. We first generate M = 3 random Unif[0,1] fractional
abundance images of size 40 × 40 pixels. We then generate
a synthetic mixture of L = 9 hyperspectral bands from these
images according to the generalized mixture model given by
(25), where we have selected certain pixels to have a 1%
higher contrast, or ∆γ(x, y) = 0.01. Random uncorrelated
Guassian noise with standard deviation of 0.001 has been
added to each pixel. The left side of Fig. 1 shows these nine
image bands. We normalize the nine-band pixels, apply the
vertex component analysis (VCA) algorithm [8] to this data,
and then use our correction method to compute the endmem-
bers and fractional abundances. The resulting images are es-
timated with an average SNR of 18.8dB in permuted order.
Performing the same calculations with the unnormalized im-
age data with the standard approach yields an average SNR
of only 15.9dB. This shows that the proposed method can es-
timate fractional abundances with a higher quality than the
standard approach when contrast variations are present.

Fig. 1(a) shows the contrast variation that we have im-
posed on the pixels, corresponding to the image ∆γ(x, y).
Fig. 1(b) shows the average contrast of the nine hyperspectral
bands, in which the contrast information is difficult to dis-
cern. Fig. 1(c) shows the average contrast of the normalized
fractional abundances,

γ(x, y) =
M∑
p=1

αp(x, y). (26)

No discernable structure is apparent, as contrast has been
properly accounted for by our process at this stage. Fig. 1(d)
shows the average contrast of the estimated fractional abun-
dances, given by

γ̂(x, y) =
M∑
p=1

α̂p(x, y), (27)
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Fig. 1. Synthetic example; see text for explanation.

where we have scaled the image to emphasize the contrast
variations. As can be seen, the contrast information is dis-
cernable after our process in the standard abundance model.
This shows that we can identify variations in per-pixel con-
trast using our method.

5. REMOTE SENSING EXAMPLE
We now explore the proposed method in a remote sensing
example. Fig. 2 shows the infrared Band 3N of a 4.5km ×
4.5km portion of an ASTER [17] image scene over southern
Kentucky with a pixel size of 15m. This multispectral image
has three prominent clouds – one located near the center, and
two located to the north – that cast shadows to the northwest
of their position as viewed from the satellite sensor. It also
shows variations in contrast due to changes in topography, in
which there are rolling hills that trend northeast-to-southwest.
We process this image using the same procedure as described
in the synthetic example above, with the following parame-
ters: L = 9 corresponding to the three VNIR and six SWIR
bands of the ASTER data, and M = 7 endmembers.

Fig. 3 shows the resulting abundance images produced
by both the standard processing (left) and our proposed pro-
cessing (right) for two different identified spatial features
in the data. In this image, “hot” colors correspond to high
abundance, whereas “cool” colors correspond to low abun-
dance. The upper two images show the fractional abundances
corresponding to grass clearings for each of the methods. As
can be seen, the abundance image produced by our proposed
approach on the upper right more clearly delineates these
regions, with more well-defined high-abundance shapes, as
compared to that produced by the standard approach.

The lower two-images in Fig. 3 are the result of the con-
trast variations due to both cloud shadows and topographi-
cal changes and represent artifacts in the endmember identi-
fication process. The standard approach identifies the cloud
shadow regions as “high abundance”, and incorrectly asso-
ciates portions of the rolling hills to this identified endmem-
ber. Our proposed approach produces an artifact image with
a much weaker response, and the hilly portions of the scene
are not associated with the cloud shadows.

Fig. 2. Infrared Band 3N of ASTER Scene

6. CONCLUSIONS
In this paper, we describe a novel hyperspectral image model
in which per-pixel contrast values are parameters to be identi-
fied. The model leverages existing endmember-based demix-
ing algorithms applied to normalized spectral responses and
corrects for the resulting abundance values after demixing.
Application of the approach to both synthetic and real-world
remote sensing images shows that the procedure identifies
abundance images more accurately and generates fewer ar-
tifacts than the standard approach. Note that our procedure
imposes a normalized endmember constraint in the demixing
process, and it is unclear how this constraint affects the ac-
curacy of endmember identification when endmembers have
similar shapes but different magnitudes [18]. This issue is the
subject of current study.

Fig. 3. Four images showing fractional abundances produced
by the various methods; see text for explanation.
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