
EFFICIENT GRAPH BASED SPATIAL FACE CONTEXT REPRESENTATION AND
MATCHING

Yi-I Chiu1 , Congcong Li2 , Chun-Rong Huang3, Pau-Choo Chung1, Tsuhan Chen4

1Department of Electrical Engineering, National Cheng Kung University, Taiwan
2Google Inc., USA

3Department of Computer Science and Engineering, National Chung Hsing University, Taiwan
4Department of Electrical and Computer Engineering, Cornell University, USA

ABSTRACT

In this paper, we propose a novel orientation-aware Urquhart
graph based spatial face context representation method to effi-
ciently describe the spatial relationship among faces in group
photos. We combine graph matching with orientations of
graph edges to assess the similarity of spatial face contexts
from different group photos. The experimental results show
that our method can find more structurally similar group pho-
tos compared to the state-of-the-art spatial face context repre-
sentation methods.

Index Terms— spatial face context, graph matching, so-
cial event analysis.

1. INTRODUCTION

Group photos record daily events and moments for reminis-
cence. The positions of people in group photos naturally rely
on the relationship of the attendee. For example, a group
photo shown in Fig. 1(a) illustrates a souvenir photo of a fam-
ily reunion. Elders are at the central focal point, children sit
in front of them, and grown-ups stand behind them. In con-
trast, colleagues and classmates often stand orderly in rows as
shown in Fig. 1(b) and (c), respectively, for souvenir photos.
Fig 1(d) shows a group photo captured during dining scene.
Unlike previous group photos, people are surrounding the ta-
ble. Thus, relative face positions provide meaningful spatial
face contexts among different social events and reflect the se-
mantic facts in group photos.

Recently, the spatial face context has been shown its ef-
fectiveness for pairwise social relationship analysis [1][2], de-
mographical estimation of individuals [3][4], and photo orga-
nization [5][6]. In most approaches, spatial face contexts can
be represented by either pairwise relationship [1][2][4][5][6],
and nearest neighbors [3]. These works take advantage of
local spatial face context to improve the experimental results.
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Fig. 1. (a) A family photo. (b) A colleague photo. (c) A
classmate photo. (d) A dining photo.

However, because of lacking global distributions of face posi-
tions, semantic understanding of relations of people in group
photos is hard to be achieved.

When seeing a group photo, we observe not only the in-
formation of individuals but also their group activity. Thus, if
the global spatial face context can be extracted, the circum-
stantial settings and the group activity of the photography can
be represented.

To analyze the global spatial face context, Gallagher et
al. [7] utilize iterative graph cuts with pre-training edges to
detect rows in a group photo. However, as shown in Fig. 1,
the spatial face context will change according to different so-
cial events. Modeling faces in rows remains insufficient to
represent global spatial face context. To solve the above-
mentioned problem, minimum spanning tree (MST) is con-
sidered to model the spatial face context for the evaluation
of centrality in [3]. Then, the spatial face context is used as
an evidence for dining event understanding. Chen et al. [8]
model the spatial face context as a complete graph. Informa-
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tive face subgraphs are retrieved to indicate different social
relationships for bag of subgraphs training. These approaches
indicate that using relative positions of faces provides sig-
nificant improvement for semantic analysis compared to us-
ing absolute positions and distances of faces. However, they
are still limited to considering spatial face contexts from two
faces and cannot be applied for the comparison of spatial face
contexts from different group photos. Moreover, the scaling
problem [8] during comparing graphs in different photos re-
mains unsolved.

To model the global spatial face context, we propose using
the Urquhart graph (UG) [9] which can efficiently represent
relative face positions. A graph matching procedure [10] is
employed to estimate the similarity between two UGs of two
group photos. Because UGs capture the human perceptions
of the shape [11][12], graphs with similar structures can be
matched under different numbers of vertices. The orienta-
tion differences between matched edges are also considered
when evaluating the similarity between two graphs to further
increase the matching accuracy.

2. SPATIAL FACE CONTEXT REPRESENTATION

As indicated by [3][7][8], relative positions of faces in group
photos contain the relationship of the attendee. Thus, one can
model the spatial face context as the connections of each face
pair. Then, the spatial face context among N faces in a group
photo I can be represented as a complete graph G = {V,E},
where V = {v1, . . . , vN} and E = {eij |1 ≤ i, j ≤ N, i 6=
j}. Each vertex vn in V represents a face in the photo, where
the position of vn is denoted as vn. Each edge eij in E is
the spatial relation between vi and vj . The complete graph
directly links two faraway faces to represent the face rela-
tionship. Such connection is redundant if the relationship be-
tween two faces can be connected by a path through other
faces. Edges between spatially nearby vertices are sufficient
to represent spatial relations among faces, i.e. people who
are in neighboring positions can represent spatial relations
via graph edges. In this paper, we propose using a relative
neighborhood graph (RNG) to replace G to reduce the com-
plexity of modeling the neighboring face positions. As shown
in [11][12], RNG provides human perceptions of the shape of
G. It is then a cognitive representation to describe relative
face positions in group photos.

A relative neighborhood graph GR of G can be defined as
GR = {V,ER}. GR connects two face vertices vi and vj by
an edge whenever there does not exist a third point vk which
is closer to both vi and vj than they are to each other. An edge
eRij belongs to ER is defined as follows:

{eRij = 1|‖vi − vj‖ < max{‖vi − vk‖, ‖vj − vk‖},
∀vk ∈ V, vk 6= vi, vk 6= vj},

(1)

where ‖vi − vj‖ is the 2-D image distance between vi and

vj . As a result, RNG indicates that two faces do not have di-
rected relationship to each other if their relation is intervened
by another vertex.

In our approach, we use Urquhart graph (UG) [9] to ap-
proximate RNG for its computational efficiency. Although
UG is a supergraph of RNG, it serves nearly equally well for
computational morphology comparisons. UG is obtained by
removing the longest edge from each triangle in Delaunay tri-
angulation (DT) of V and its complexity is O(N logN ). De-
tailed comparison between RNG and UG can be found in [11].
Given aDT = {T1, . . . , TC} of V where Tc is a triangle con-
taining three vertices (vi, vj , vk). Then, the Urquhart graph
U = {V,EU}, and the edge eUij belongs to UG are defined as
follows:

{eUij = 1|‖vi − vj‖ < max{‖vi − vk‖, ‖vj − vk‖}&
{vi, vj , vk} ∈ Tc}.

(2)

As a result, faces appearing in a group photo are modeled as
vertices of UG. Each face (vertex) is correlated to its neigh-
bor faces (vertices) and linked by eUij . Such representation
provides an efficient way to describe the spatial face context.

3. SPATIAL FACE CONTEXT MATCHING

Given two group photos Ix and Iy , two UGs Ux = {V x, Ex}
and Uy = {V y, Ey} are retrieved to represent their spatial
face contexts. To assess the similarity between Ux and Uy ,
a graph matching based measurement is proposed. Graph
matching using the path following algorithm [10] has been
shown the effectiveness for matching the correspondence be-
tween vertices of two graphs. A permutation matrix P is de-
fined where the element Pij of P equals to 1 if the i-th ver-
tex of Ux is matched to the j-th vertex of Uy . Otherwise,
Pij equals to 0. With the permutation matrix P , Uy is trans-
formed to its isomorphic, which is denoted by P (y). After
applying P to Uy , the edge matrix EP (y) of the permuted
graph is obtained from Ey as EP (y) = PEyPT . If P can be
found, Ux and Uy are matched, i.e. they have similar spatial
face context. The measurement F0(P ) of P between Ux and
Uy after matching is defined as follows:

F0(P ) = ‖Ex − EP (y)‖
2

F = ‖Ex − PEyPT ‖2F , (3)

where ‖.‖F is the Frobenius matrix norm defined by ‖E‖2F =
tr(EET ) which is the trace of EET . If F0(P ) is large, Ux

and Uy are dissimilar with P . As a result, the problem of
graph matching between Ux and Uy can be formulated as the
problem of minimizing F0(P ) with respect to the permutation
matrices.

In practice, the numbers of vertices Nx and Ny of Ux

and Uy will be different, i.e. the numbers of faces in Ix and
Iy are different. To match graphs of different sizes, dummy
isolated vertices are added to the smaller graph [10], which
means zeros rows to the vertices set, and zero rows and zero
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(a) (b)

Fig. 2. (a) and (b) show two photos with similar UGs, but the
spatial face locations are dissimilar. Red edges are created by
Delaunay Triangulation and blue edges belong to the UG.

columns to the edge set. Assume that Nx > Ny , then P will
become a square Nx ×Nx matrix.

As shown in [10], this graph matching problem can be
generalized to the problem of labeled graph matching which
fits graph labels and graph structures at the same time. LetCij

denote the cost of fitness between the i-th vertex of Ux and
the j-th vertex of Uy . The label comparison between Ux and
Uy under the permutation matrix P is formulated as follows:

min
Pij∈P

tr(CTP ) =

Nx∑
i=1

Nx∑
i=1

CijPij . (4)

To consider both of the graph structure and the labels of ver-
tices, a convex combination can be formulated as follows:

min
Pij∈P

(1− α)F0(P ) + αtr(CTP ), (5)

where α ∈ [0, 1]. A small α value favors to assess the sim-
ilarity of graph structures and a large α favors to assess the
similarity of labels of vertices. For detailed optimization al-
gorithms and implementation, please refer to [10].

In practice, matching graphs of the spatial face context is
not exactly the same as matching general graphs. As shown
in Fig. 2, these two group photos have similar UGs, but the
relative face positions are different. Thus, not only the ver-
tices, but also the orientations of corresponding edges should
be matched. After finding correspondence between V x and
V y using (5), the orientations of edges are used to further as-
sess the similarity between Ux and Uy . Given an edge eyij
in Ey , we use the permutation matrix P to transform the end
vertices (vyi , v

y
j ) of eyij to a new graph edge ex

′

ij , which is cor-
responding to exij in Ux. Because Uy may not be the exact
isomorphism of Ux, ex

′

ij is not always equal to exij . Here, ex
′

ij

is defined by the transformed vertices as follows:

ex
′

ij = {vx
′

i , v
x′

j }, (6)

where vxi = PT vyi . If Uy has similar spatial face context
compared to Ux, the orientation of ex

′

ij should be similar to
the orientation of exij. Thus, the similarity O(exij , e

x′

ij ) of ori-

entations between exij and ex
′

ij is defined as follows:

O(exij , e
x′

ij ) = ‖
vx
j − vx

i

‖vx
j − vx

i ‖
−

PTvy
j − PTvy

i

‖PTvy
j − PTvy

i ‖
‖. (7)

The characteristics of O(exij , e
x′

ij ) can be summarized as
follows:
O(exij , e

x′

ij ) > 1,if ang(exij , e
x′

ij ) > 90◦

O(exij , e
x′

ij ) = 1,if ang(exij , e
x′

ij ) = 90◦ or exij = 0 or ex
′

ij = 0

O(exij , e
x′

ij ) < 1,if ang(exij , e
x′

ij ) < 90◦

(8)
where ang(, ) is the angle between two edges. The similarity
O of orientations between Ux and Ux′

is then defined as the
summation of all correspondent edges as follows:

O =
∑
ij

O(exij , e
x′

ij ). (9)

If O is small, the spatial face contexts of Ux and Uy are sim-
ilar, i.e. Ix and Iy have similar relative face positions.

4. EXPERIMENTS

We perform our experiments on the Family and Group dataset
[3]. Each face is treated as a vertex for generating DT. Then,
UG is obtained from DT results by removing the longest
edges. For comparison, MST based spatial face context rep-
resentation [3] is implemented. Given a randomly selected
group photo Ix as the reference image, we aim to find an-
other group photo Iy , which has the most similar spatial face
context as Ix, to evaluate the correctness of the spatial face
context representation. Fig. 3 (a) shows 5 reference images.
Fig. 3 (b) and (c) show MSTs of reference images and the
retrieved images which contains the most similar spatial face
contexts under MST. Fig. 3 (d) and (e) show UGs of refer-
ence images and the retrieved image which contains the most
similar spatial face context under UG. The dark blue dots
represent the faces which are the vertices of the graph. Light
blue lines represent the linked edges of MST. Yellow lines
represent the linked edges of UG.

I1 in Fig. 3 shows a group photo in a restaurant. People
sit surrounding the table and face to the camera to take the
souvenir photo. In I1, MST and UG have the same structure
because MST is a subgraph of UG. Another dining photo with
similar spatial face context can be retrieved for both graphs.
From I2 to I5, the MST and UGs of face structures are differ-
ent because UGs include edges between perceptually nearby
vertices and then have cycles, which can represent the closer
relations of neighbor faces. I2 demonstrates a family photo
in two rows. MST in I2 matches a row of people with larger
height variation, while UG matches another family photo in
two rows. The same situation can be found in I3, a larger
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Fig. 3. The comparisons between MST and UG. I1 to I5 (first row to fifth row) represent five randomly selected images from
the dataset [3]. (a) The original images. (b) The MST of the spatial face context. (c) The image with the most similar spatial
face context using MST. (d) The UG of the spatial face context. (e) The image with the most similar spatial face context using
UG.

group photo with two main rows. The perceptually informa-
tive edges added by UG contribute greatly for matching pho-
tos of rows of people. I4 and I5 show people stagger closely.
Because of lacking the information about the original struc-
tures, MST tends to match a line with branches to these com-
plicated photos. UG, on the other hand, finds better matches
since it includes not only the closest vertices (faces) but also
all the approximate vertex pairs to construct the graph struc-
ture which captures human perceptions of the spatial distribu-
tions.

The experimental results show that the proposed approach
successfully retrieve photos with similar spatial face contexts.
In addition, our method is implemented using Matlab on an
Intel i7 computer with a 3.4G CPU and the average compu-
tation time for computing UG and matching two UGs is 0.04
and 0.05 seconds, respectively.

5. CONCLUSION

We propose an Urquhart graph based spatial face context rep-
resentation to describe the spatial relationship of faces in a
photo. To evaluate the similarity between the face contexts

of two group photos, an orientation-aware graph matching
method is proposed. Such representation and matching can
be useful for applications such as social relationship analysis
and photo organization.
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