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ABSTRACT

In this paper, we consider an issue of hand posture classifi-
cation. We improve a recently proposed signature, a matrix
containing the distance of all contour pixels to an arbitrary
reference point. Adequate pre-processings ensure the invari-
ance properties of the signature. Candidate postures are pre-
selected with a surface criterion, and Principal Component
Analysis (PCA) reduces the dimensionality of the data, which
improves the classification process.

Index Terms— Hand posture; hand recognition; classifi-
cation algorithm; principal component analysis; biometrics.

1. INTRODUCTION

Hand gesture and posture classification is of great interest for
human-computer interaction. Previous works have concen-
trated on hand gesture classification (see references in [1] and
[2]), where gesture command is based on slow movements
with large amplitude. To our knowledge, future applications
should concern the classification of hand posture, for the pur-
pose of automated sign language decoding for instance. Con-
trary to hand gesture, hand posture describes the hand shape
and not its movement. This task is difficult because each fin-
ger must be distinguished and some postures may be simi-
lar. The main approach for hand posture characterization is
based on moments which are invariant to several image trans-
formations. A review of such moments is available in [3, 4].
Among those moments, Zernike [5] and Legendre [6] mo-
ments are based on orthogonal polynomials. For the purpose
of hand posture characterization, Hu moments [7] and Fourier
descriptors [8] were preferred to other shape descriptors. Hu
moments and Fourier descriptors, as other moments, are in-
variant to translation, rotation and scaling. However, results
in [1] show that Fourier descriptors mistake postures which
are visually close. This is due to the low number of coeffi-
cients, which ensures a low computational load. We wish to
improve the rate of recognition, and to reduce the computa-
tional load and the memory space.

2. PROBLEM STATEMENT

A hand can exhibit a great variety of postures, and it is ex-
tremely difficult to recognize all possible configurations of
the hand starting from its projection on a 2-D image. Indeed,
some parts of the hand can be hidden. It is necessary to con-
sider subsets of postures depending on the application. There
exist some reference databases of specific hand postures, such
as the Triesch database [9], available on the Web [10]. This
database exhibits limitations: the number of images is low,
the viewing angle, the size and the orientation of the hand are
always the same, the images are in grey level and contain only
the hand. That is why our database has been used for exper-
iments in this paper. This database was also used in [1]. It
contains 11 postures, which are displayed in Fig. 1.

‘1’ ‘2’ ‘3’ ‘4’ ‘5’ ‘6’

‘7’ ‘8’ ‘9’ ‘10’ ‘11’

Fig. 1. Postures of the database (cropped images).

These postures have been chosen to be easily performed
by any person. These postures differ from the sign language
which aims at easing lip reading. Some postures have been
added to test the discrimination performances of the proposed
and comparative methods: they are visually very close, such
as postures 4 and 5, as well as postures 8 and 9. The im-
ages of the database were obtained as follows: an expert user
shoots a movie containing the 11 postures. Then the frames of
the video are split to get the images in the RGB color space.
These images compound the learning database. Other users
which are not the expert user shoot a movie containing the
11 postures. The same process as for the learning database
is adopted to get a set of images, these images compound the
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test set.
Our goal is as follows: associate any test image with a label,
that is, seek for a hand posture recognition method which is
invariant to translation, scaling and rotation.

3. DETECTION AND CHARACTERIZATION

For each frame of the learning and test databases, the hand
contour must be detected and characterized.

3.1. Detection and preprocessing

The proposed signature generation method requires for each
frame a binary image, possibly noise-free. For this, and also
to ensure invariance properties, we propose the following pre-
processings methods. Firstly, we enhance the contrast be-
tween hand and background: the color image is mapped to
the Y CbCr space and we select the Cb component. Secondly,
we remove the non-moving background, by substraction of
a frame where the hand is not present. Thirdly, we apply
an Otsu threshold [11]. Each binary image obtained at this
point is impaired by noise; morphological filtering operations
-erosions and dilations- are applied to eliminate isolated pix-
els and fill out holes [2]. These pre-processings also turn the
method robust to variations in illumination and inclusion of
unexpected objects in the background. We get an image If

which is supposed to contain only a filled hand.

3.2. Characterization

We assume at this point that we afford an image I , contain-
ing the hand contours (see Fig. 2(a)). This image is of size
N ×N , and its pixels are referred to as Il,m, starting from the
top left corner. How to obtain I from If is explained further.
The 1-valued pixel compound the expected contour. The con-
tour pixels are located in a system of polar coordinates with
pole {lc,mc} (see Fig. 2(a)). Each pixel has two coordinates
{ρ, θ}. The pole can be placed anywhere in the image. In this
paper, what we call signature is a set of data which character-
izes a contour and permits to reconstruct it. The signature [1]
is based on the generation of signals out of an image.
Relation to close prior work
We get inspired from [12] and [13]. In [12] the expected con-
tours are supposed to be star-shaped: whatever the θ value in
polar coordinates, there exists only one pixel with coordinate
θ. The improvement that we bring in this paper with respect
to [12] is a relaxed assumption: the contours no longer have
to be star-shaped, which makes the contour characterization
method more general. In [13] a histogram of point distribu-
tion in a diagram is proposed. This histogram compounds
a descriptor. The difference between the proposed signature
and the descriptor proposed in [13] is that we reference indi-
vidually each pixel which is needed to reconstruct the contour.

Firstly, we choose Q directions and a parameter P , the max-
imum number of intervals for signature generation. Each di-
rection corresponds to an angle θq , and each interval is asso-
ciated with an index p. We assume that, for each direction
Dq , q = 1 , . . . ,Q , there is only one pixel in each of the P
intervals (see Fig. 2(b)). For some directions Dq the number
of intervals is less than P . P is, for instance, N√

2
, if lc = N/2

and mc = N/2. Secondly, we generate the signature compo-
nents.

(a) (b)

Fig. 2. Image and edge model (a); signal generation process (b).

For the pth interval and the qth direction, a signal compo-
nent zp,q is computed as follows:

zp,q = Ilp,q,mp,q

√
lp,q

2 +mp,q
2 (1)

The components zp,q can be grouped into a matrix Z of
size P × Q. All columns of Z should have the same num-
ber of rows, so for the directions Dq which cross less than P
intervals, 0-valued components are set in Z for the largest P
indices. If the width of the intervals is chosen such that there
is at most one pixel per direction Dq and per interval, this ma-
trix permits to reconstruct exactly the 1−pixel wide contour:
it contains the radial coordinates of the contour in the system
of pole {lc,mc}. The following two conditions must be ful-
filled: Q ≥ ⌈

√
2πN⌉, large enough to detect the pixels which

are the farthest from the image center; and ∀ p, there exists
only one contour pixel in the pth interval. In practice, P is set
such that irrelevant pixels (those connected to other pixels, or
the isolated noise pixels) are not taken into account.

3.3. Invariance properties

To ensure the invariance to translation of the signature, we
select the smallest subimage which contains the hand. This
subimage is delimited by an ”enclosing box”, which is ob-
tained as follows: the content of If is projected onto the
left and the bottom sides (it could be also the right and the
top sides) of the image. This projection is performed as fol-
lows: we get two signals, zleft and zbottom whose compo-
nents are computed as zleftl =

∑
mIfl,m l = 1, · · · , N and

1972



zbottomm =
∑

lI
f
l,m m = 1, · · · , N . For each signal, a non-

zero section indicates the presence of the expected feature.
The l and m indices of the non-zero sections yield a box en-
closing the contour. The extraction of a subimage ensures the
invariance to translation and scaling: whatever the size of the
subimage (small number of pixels if the camera is far from
the hand, large number of pixels if the camera is near to the
hand), the parameter P and the number of directions for sig-
nal generation is always the same. Also, the computational
time required for signature generation is reduced.
A linear filter such as prewitt provides the hand contour: we
get the contour image Ic. To ensure the invariance to rotation,
we rotate several times image Ic in order to consider all pos-
sibilities and generate each time zleft and zbottom. We stop
when the non zero section length is the largest in zleft and the
smallest in zbottom. The hand is then straightened up and we
afford the image I (see Fig. 2(a)). Matrix Z forms a complete
set of features, which are invariant to translation, scaling, and
rotation. It can be used for classification purposes.

4. CLASSIFICATION

Let’s consider H classes of hand postures. For the purpose of
hand posture classification, Euclidean and Bayesian distances
are used in [1]. We will compare the results obtained with
Euclidean and Bayesian distances. We vectorize any matrix
Z characterizing a posture into a vector z of size P.Q. For
each class h, a subset of hand photographs is available. The
H subsets compose the learning set. This set was created by
an expert who knows exactly what position his fingers should
have to fit each posture in Fig. 1. Let Xh be the matrix whose
columns are the vectors znh

, nh = 1, . . . ,Mh obtained from
the images belonging to class h. For large values of P and Q,
Xh exhibits a large number of rows, and it is a sparse matrix.

4.1. Pre-selection for best posture candidate

To improve the recognition rate, and reduce the computational
load and memory space we try to select the most relevant pos-
tures of the dictionary. This selection is done through the cri-
terion of hand surface computed from the subimage extracted
from If . The hand surface is computed for all images of each
class in the learning set. Then we choose the following crite-
rion: |St−Sh| where St is the hand surface for the test image
and Sh the mean hand surface for all images of class h in the
learning set. Six postures are retained.

4.2. Dimensionality reduction: PCA

Computing the Bayesian distance involves, as shown fur-
ther in Eq. (2), the inversion of a covariance matrix. To
facilitate the computation, we choose to compress the data
with principal component analysis (PCA). This permits to
reduce the computational load dedicated to matrix inversion,

while retaining only the relevant information. Let K be the
fixed number of relevant rows in Xh. Let Uh be the ma-
trix whose columns are the K singular vectors associated
with the K largest singular values of Xh. The compressed
version of the data is obtained by: Xc

h = UT
hXh, where

T denotes transpose. Let zcnh
, nh = 1, . . . ,Mh denote

the columns of Xc
h. The mean invariant vector is com-

puted as µh = 1
Mh

∑Mh

nh=1 z
c
nh

, and the covariance matrix

is computed as Λh = 1
Mh

∑Mh

nh=1 z
c
nh

zc T
nh

, for each class
h = 1, . . . , H . Even if there are small variations from one
posture provided by the expert to another, these variations
are smoothed through the computation of the mean invariant
vector µh. Any image coming from the test set and character-
ized by vector z is classified by minimizing the Mahalanobis
distance applied to the compressed vector:

Dm = (UT
h z− µh)

TΛ−1
h (UT

h z− µh) (2)

for sake of comparaison, the proposed signature can be also
exploited with Euclidian distance, computed as follows:
||UT

h z− µh||, where ||.|| denotes Frobenius norm.

4.3. Hand posture recognition: summary of the proposed
method

Figure 3 presents the overall structure of our algorithm, which
improves the recognition rate while requiring a low computa-
tional load and a reduced memory space.

Fig. 3. Improved algorithm for hand posture recognition

5. RESULTS AND DISCUSSION

We process images of size 320 × 240 with a 2-core proces-
sor @3.2 GHz, using Matlabr. A value P = 24 levels is
large enough to get an exclusive signature for each posture
and small enough to get a reasonable computational load.
To ensure the invariance to scaling, the number Q of direc-
tions depends only on the maximum size of the enclosing
box. This size is 120 × 120, so the number of directions is
set to Q = ⌈

√
2π120⌉ = 534. The learning set is composed
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of 3300 images, and the test set is composed of 495 images.
For data compression, the number of relevant features is set
to K = 12, one more than the number of postures in the dic-
tionary. We present the results obtained with the comparative
method Fourier descriptors, and the proposed method, each
time using Bayesian distance. We also present some classi-
fication rates extracted from [1], where Euclidean distance is
used.

‘1’ ‘2’ ‘3’ ‘4’ ‘5’ ‘6’ ‘7’ ‘8’ ‘9’ ‘10’ ‘11’ OR

A 82.3 68.3 66.5 65.0 93.8 89.0 48.3 65.4 82.8 74.4 40.6 71.1

B 86.6 90.8 96.4 60.8 97.8 94.3 80.6 64.8 88.6 73.4 96.2 84.6

C 97.7 89.5 79.1 88.6 75.7 100.0 86.1 74.4 85.6 87.2 97.0 87.4

D 97.7 100 90.8 86.4 91.7 95.5 93.1 67.4 92.8 97.9 100.0 91.9

Table 1. Comparative results (in %, precision 0.1) obtained with: A) Hu mo-

ments with associated with Bayesian distance[7]; B) Fourier Descriptors associated with

Bayesian distance[14]; C) the proposed signature associated with Euclidean distance[1];

D) the proposed signature associated with Bayesian distance + PCA. OR is the overall

rate of good recognition.

Let’s first focus on the overall rate of good classification,
indistinctly of the type of posture. It is best for the proposed
signature, associated with Bayesian distance + PCA (91.9%
versus 71.1%, 87.4% and 84.6%). Then, let’s distinguish
the postures: we notice that our method is best for postures
2,7,9,10,11. Considering the similar postures 4 and 5, the
proposed method provides, though not the best, very good re-
sults: 86.4% and 91.7%. Referring to the results obtained
with Fourier descriptors and Bayesian distance (see table 1
A), in the easiest cases, the proposed method yields better
results than the Fourier descriptors. In the difficult case of
posture 4, the recognition rate is much better, and in the diffi-
cult case of posture 8, the recognition rate is nearly the same.
We consider in the following the proposed signature exploited
with Bayesian distance and PCA. Confusion matrix in table 2
shows what are the postures which are mistaken.

‘1’ ‘2’ ‘3’ ‘4’ ‘5’ ‘6’ ‘7’ ‘8’ ‘9’ ‘10’ ‘11’

’1’ 97.7 0 0 0 0 0 0 0 0 0 0

’2’ 0 100 0 0 0 0 0 0 0 0 0

’3’ 0 0 90.8 0 0 0 2.3 4.7 2.4 0 0

’4’ 0 0 0 86.4 5.5 0 0 0 0 0 0

’5’ 2.3 0 2.3 11.3 91.7 0 0 0 0 0 0

’6’ 0 0 0 0 0 95.5 0 0 0 0 0

’7’ 0 0 0 0 0 0 93.1 2.3 0 0 0

’8’ 0 0 0 0 0 0 2.3 67.4 2.4 0 0

’9’ 0 0 4.5 2.3 2.8 0 2.3 25.6 92.8 2.1 0

’10’ 0 0 0 0 0 4.5 0 0 2.4 97.9 0

’11’ 0 0 2.4 0 0 0 0 0 0 0 100

Table 2. Confusion matrix (in %, precision 0.1) obtained with: proposed signature,

PCA, and Bayesian distance.

The confusion matrix for the proposed classification

method (see Table 2) shows that it exhibits good results,
except that: posture 4 is recognized as 5 in 11.3 % of the
cases, posture 8 is recognized as posture 9 in 25.6 % of the
cases; posture 5 as 4 in 5.5 % of the cases. We notice a
progress: if Fourier descriptors are used, two postures must
be removed from the dictionary to reach a satisfactory overall
good classification rate of 90.52 % [14]. If only posture 8
is removed, the proposed method already yields an overall
good classification rate of 94.43 %. If both postures 4 and
8 are removed, this rate is up to 95.93 %. We find out that
the characterization is not performed correctly for very sim-
ilar postures as 4,5 and 8,9. This is due to the mathematical
morphology operations which yield If and follows the de-
tection steps. To avoid mathematical morphology operations,
we could improve the detection steps in subsection 3.1 by
replacing the Y CbCr mapping by another process to enhance
the hand in the frames.

’Classif. method’ ’Speed’ ’System’ ’Soft’ ’%’ ’Database’

a) PCA+SVM 4 frames/sec 3.4 GHz C 93.7 11*120

b) Bayesian 20 frames/sec 2 GHz C 84.6 11*1000

c) PCA + Bayesian 6 frames/sec 3.1 GHz Matlab 91.8 11*45

Table 3. Proposed and comparative methods, comparison of performances. a)

Gabor filtered + PCA + SVM [15] ; b) Fourier descriptors (FD1) + Bayesian; c) proposed

method.

The computational load dedicated to the recognition of the
495 images of the database is 89.6 sec., that is, a mean rate
of 6 frames per second (see Table 3). Fourier descriptors pro-
grammed in C++ [14] are faster, namely 25-30 frames per sec-
ond. However, transferring our programmes from Matlabr to
C++ would already decrease the required computational time.

6. CONCLUSION

We improve a hand posture classification method which is
based on an original signature. We factor the invariance to
translation, scaling, and rotation in the method. In this paper,
with the surface pre-selection and dimensionality reduction
by PCA included in the proposed method for hand recog-
nition, we improve slightly the recognition rate and compu-
tational load. Experiments performed on a large database
have shown that the proposed method yields better recogni-
tion rates than Fourier descriptors and Hu moments, and that
it is faster than a Gabor filter-based method [15]. Our method
offers a good compromise between recognition rate and com-
putational load.
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