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ABSTRACT

Automatic detection of text labels in maps is essential for
applications requiring automatic map understanding. This
task is challenging due to factors such as varying font size
and style, slanted words/phrases, and interfering graphics that
are similar to text. This paper presents an approach for text
detection in indoor floor maps. We exploit the difference
in spatial frequency of edge orientations between text and
non-text regions through Histogram of Oriented Gradients
(HOG) features, and design a gradient-filtered Support Vec-
tor Machine (SVM) classifier based on such features. Special
care was taken in conditioning the data for proper training
of the classifier. The proposed approach was evaluated on a
data set that had been collected and manually labeled. Ex-
perimental results show that the proposed method attained
improved performance, outperforming a couple of reference
methods/systems.

Index Terms— Text Detection, Histogram of Oriented
Gradients, Support Vector Machine.

1. INTRODUCTION

There are many applications that require automatic map un-
derstanding, a key task of which is accurate text detection
from maps. Examples include querying map images by key-
words and making maps accessible to the visually impaired.
In the field of computer vision and image understanding,
many methods have been proposed for text detection in im-
ages (e.g., [1] [2] [3]). While advances have been made,
typical existing approaches do not deliver the desired ac-
curacy demanded by practical applications. Further, many
approaches were reported in different contexts and were eval-
uated with different data sets, making it difficult to perform
comparative assessment in understanding the effectiveness of
the methods.

In this work, we focus on the task of detecting text from
floor maps, with an ultimate goal of assisting map under-
standing (and thus high accuracy in detection is the key).
Factors such as varying input resolution, diverse font size and
style, and slanted text are typical of floor maps from different
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sources, and they often baffle existing approaches that rely
on a small training set or a set of fixed rules. We explore the
spatial frequency of edge orientations using HOG features,
and design a gradient-filtered SVM classifier based on such
features. Training the classifier was facilitated by condition-
ing the data to provide better labels. Further, recognizing that
there is no standardized data set for comparing the perfor-
mance of different approaches, we collected and manually
labeled a data set for our experiments. The experimental
results show that the proposed method attained improved
performance, outperforming a couple of reference meth-
ods/systems. The data set is available for other researchers to
evaluate and compare their method.

2. RELATED WORK

Most of the recent work on text detection has been focused on
natural images [3] [4] [5] [6] [7] [8] [9]. Such algorithms are
in general not tuned for text detection in floor maps, which
exhibit different properties from natural images. For exam-
ple, in a floor map, there are often graphics that are in many
ways similar to texts. There are also some methods for text
detection in graphic background. In [10], extraction of text
regions in multiple colors and complex backgrounds was dis-
cussed. In [11], an approach to separate text from the graphics
was presented, focusing on recovering text that has been over-
lapped by graphics. In [12], a method was proposed to detect
text regions by thresholding local frequency features. Unfor-
tunately, while these methods have their potential strength and
weakness, there is no systematic comparison of their accuracy
based on a common test set, and thus little can be concluded
on their performance in general. For example, it is difficult to
expect that the technique of thresholding frequency features
can differentiate text from other text-like graphics, which oc-
cur frequently in floor maps.

We propose to use edge orientation information as the key
feature since texts have distinct shapes when compared with
general graphics. This is a proper feature especially since the
floor maps are largely binary in nature. This is achieved by
computing the HOG features ([13]). Further, to avoid setting
any hard threshold, which is difficult to do, we learn a SVM
classifier based on the features. Also recognizing the potential
of the gradient distribution in distinguishing texts from their
surroundings, the SVM classifier is modulated by a gradient-
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based filter. To ensure proper training, we also propose a few
data conditioning techniques.

3. THE PROPOSED METHOD

The proposed method consists of three major processing
steps, which are detailed in the following sub-sections.

3.1. Extraction of HOG features

As a preprocessing step, a floor map image is first converted
into a grayscale version and then smoothened by using a
Gaussian filter to avoid excessive noise in gradient compu-
tation. A small Gaussian kernel is used to preserve major
edges. The magnitude and orientation of the gradient at
each pixel are obtained by convolving the smoothened image
with derivative filters along the horizontal and vertical di-
rections. In theory the gradient magnitudes in homogeneous
regions of the image are zero. In practice, due to factors like
compression artifacts, even pixels of visually homogeneous
regions may have small non-zero gradient magnitude, and
the corresponding gradient orientation is not useful for text
detection. To alleviate this effect, a constant threshold k has
been applied to the gradient magnitude, as shown in Equation
1, where M is the gradient map (magnitude) of the given
image. Also, the text regions become more obvious after this
thresholding step as shown in Figure 1.

Mi,j =

{
0 , if Mi,j ≤ k

Mi,j , if Mi,j > k
, ∀i, j (1)

For each pixel, a n× n window centred at the given pixel
is considered to construct a d dimensional HOG feature. The
height of each bin in the histogram is calculated as the num-
ber of pixels from the n × n window with non-zero gradi-
ent magnitude and with orientations that fall in the range of
the particular bin. The number of bins d has been chosen in
such a way to capture the orientation information in terms of
smaller ranges because text regions have wide variety of an-
gles. This makes the histograms suitable for differentiation
between text and non-text regions. Figure 2 illustrates ex-
amples of the histograms corresponding to text and non-text
regions respectively.

3.2. Data conditioning

The histogram features corresponding to text and non-text
pixels are labeled as +1 and −1 respectively by selecting
rectangular boundaries that surround the text. An example
of ground truth is shown in Figure 3. Due to variations in
height and shape of the text characters, sometimes pixels that
are labeled as +1 and located inside the rectangle surround-
ing some texts can have very small number of edge orien-
tations in its neighborhood and thus have features similar to
non-text regions. Examples include pixels lying in the bor-
ders of rectangles or pixels in between letters. To accurately

Fig. 1. Visualization of magnitude of gradients before (left)
and after (right) thresholding.

Fig. 2. Examples of HOG features corresponding to text (left)
and non-text regions (right).

train a subsequent classifier, we introduce a data conditioning
step to identify and relabel such pixels, thus providing better
labels for training. This is formally done by Equation 2,

Xi,j =

{
0 , if Mp(i, j) = 0

1 , if Mp(i, j) > 0
, ∀i, j

Np =

n∑
i=1

n∑
j=1

Xi,j

Cl =

{
−1 , if Np < t

l , if Np ≥ t

(2)

where Mp represents thresholded gradient magnitude values
of a n×n patch centered at the given pixel, Np represents the
total number of pixels with non-zero gradient values in the
patch, and t is a threshold. l and Cl are ground truth and con-
ditioned labels respectively, as visualized in Figure 3, where
it can be seen that the conditioned labels represent text pixels
more accurately than the initial ground truth.

Fig. 3. Examples of ground truth and conditioned labels.
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3.3. Gradient-filtered SVM classification

With the labeled features, an SVM classifier is trained and
used for predicting text regions in test images. Example of
the SVM-predicted result can be seen in Figure 4. It is ob-
served that the detected regions are not clean enough and they
include many surrounding non-text pixels. This gives rise to
many false detections and poor localization with each of out-
put rectangle including too many words along with surround-
ing noise. As the gradient distribution has the potential to
detect accurate boundaries, the SVM-predicted output is fil-
tered with non-zero gradient magnitude values as shown in
Equation 3,

Hi,j =

{
0 , if Mi,j = 0

1 , if Mi, j > 0
, ∀i, j

Yi,j = Pi,j ∗Hi,j , ∀i, j
(3)

where M represents the thresholded gradient image from
Equation 1, P the SVM-predicted output, H the gradient-
based filter and Y the filtered output. This eliminates
many false detections and enhances localization by providing
tighter boxes surrounding texts.

To further eliminate any false positives or noise result-
ing from lines or large connected components, the output Y
is post-processed with filters obtained from a line detection
module and detection of large connected components.

Fig. 4. Example of SVM-predicted result and gradient-
filtered result.

4. EXPERIMENT DESIGN AND RESULTS

There is strong need for standardized data set of maps to en-
sure appropriate comparison of various methods on a com-
mon test set. We created a data set, by collecting floor maps
of 30 libraries and manually marking the ground truth. The
data set has been created in such a way that it includes di-
verse images with different variations in structure of the build-
ing, image resolution, average text height etc. This dataset is
available at http://www.public.asu.edu/˜bli24/
icassp2013.html for any interested researcher to use.
The current version include only library floor maps and the
dataset may be updated with other types of floor maps in the
future.

Resultsfrom : Precision Recall F

Our algorithm 85.8% 57.9% 69.2%
Algorithm of
[12]

45.7% 90.6% 60.8%

Table 1. Comparison of pixel level accuracies from our algo-
rithm and from [12].

The proposed method has been evaluated on our data set
and compared with results from the text detection method
used in [12]. We chose the method from [12] for compar-
ison since it was designed for a very similar problem (text
detection from on-line maps). Out of the 30 images, 19 im-
ages were used for training the SVM and the remaining 11
were used for testing. Learning SVM model and classifica-
tion have been achieved using LIBSVM tool [14]. Window
size n was chosen as 9, number of bins d as 16 and the con-
stants k and t as 20 and 15 respectively. Experimental results
are presented at two levels: pixel level and word level.

4.1. Pixel-level evaluation

For each image, the precision and recall values were calcu-
lated in terms of number of pixels and then, averages of the
precision and recall values over all the 11 images were cal-
culated. Comparison of the values of precision, recall and
the standard F1 score, f from the proposed method and the
method of [12] is shown in Table 1. It can be seen that our
algorithm has higher precision value. Though the numerical
value of recall is low for our algorithm, Figure 5 shows that
the output obtained by our algorithm is cleaner and more ac-
curate (both in terms of detecting text regions and eliminating
false detections).

Fig. 5. Input (top left), ground truth (top right), detected result
from [12] (bottom left) and our algorithm (bottom right).

The reason for the recall value being low is that the ground
truth is a solid rectangle with its inside filled but we have re-
fined our output by gradient filtering to remove unwanted pix-
els as explained in Section 3.3. The decrease in recall value
when calculated in terms of number of pixels is due to the
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Resultsfrom : Precision Recall

Our algorithm 67.4% 88.8%
Algorithm used in [12] 50.0% 61.0%

Table 2. Comparison of word level accuracies from our algo-
rithm and [12].

difference in the nature of the output mask we obtained (In-
stead of solid filled output, we obtained clean output which
enhances localization) and results in Section 4.2 show that
this difference in nature of the mask achieves better localiza-
tion and thus higher word level accuracy. The nature of our
output mask is shown as Filtered result in Figure 4 and it can
be noticed that the filtered result has clear boundaries. This
demonstrates that the low recall value in Table 1 actually indi-
cates that our algorithm performs better than [12] by generat-
ing a cleaner output for better localization. We also plotted the
ROC curve and observed that the AUC (Area Under Curve)
was 0.942.

4.2. Word-level evaluation

To obtain meaningful recognition results on detected text re-
gions, accurate localization of text is essential. The detected
boxes should be tight enough, so that they do not include sur-
rounding graphics. For this purpose, we calculate the word-
level accuracy to evaluate the detection and localization. We
use coordinates of the ground truth rectangles to evaluate the
bounding boxes obtained by our algorithm and we compare
with the results from [12].

For each ground truth text box, a recall value is calculated
as the ratio of the overlapping area between the ground truth
box and the detected text boxes to the area of the ground truth
text box. For each detected text box, a precision value is cal-
culated as the ratio of overlapping area between the detected
box and the ground truth boxes to the area of the detected text
box. The average of the precision and recall values over all the
text boxes from the 11 test images were calculated. Compar-
ison of the precision and recall values at word level is shown
in Table 2 and it can be seen that our method has significantly
higher precision and recall values.

These results support our explanation in Section 4.1 that
lower recall value in Table 1 is due to cleaner mask obtained
by removing unwanted pixels and thus our algorithm en-
hances localization and achieves higher word level accuracy.
Figure 6 shows an example of the detected text boxes from
[12] and from our algorithm.

4.3. Comparison with OMNIPAGE

We now present results from a commercial OCR software,
OMNIPAGE 2007. We observed the results from OMNI-
PAGE on all the test images and in most of the cases, the

Fig. 6. Localized text boxes from [12] (left) and our algorithm
(right).

software failed to give reasonable performance. As an exam-
ple, Figure 7 shows the screen shot of results obtained when
a floor map is given as input to OMNIPAGE. It can be seen
that the output text file has very few meaningful words. The
brown polygonal regions marked on the input image show
the detected regions. The software could not detect accurate
boundaries of text regions from the input image and even in
the detected regions, it could not return meaningful words due
to the presence of many interfering lines and graphics. It was
also observed that when the cropped regions of detected text
boxes obtained from our algorithm were given as input, the
number of meaningful words were much higher. This shows
the usefulness of an accurate text detection and localization
method in recognizing texts for automatic map understand-
ing.

Fig. 7. OMNIPAGE results for an input floor map.

5. CONCLUSIONS AND FUTURE WORK

In this paper, we reported an approach to text detection in
floor maps. We analyzed the challenges involved and the de-
ficiencies of typical existing approaches. Then we presented
our method using edge orientation information in the form
of HOG features and a gradient-filtered SVM classifier. Ex-
perimental results demonstrate the usefulness of selected fea-
tures and robustness of the proposed method even in handling
slanted text in low-resolution images. For future work, we
plan to extend the test dataset and also incorporate OCR feed
back into our system to eliminate false detection and recover
missing regions of partially detected text boxes.
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