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ABSTRACT
Object tracking is complicated by perspective changes to both
the object and background caused by object and the cam-
era motion, object-to-object and object-to-background occlu-
sion and illumination changes. Conventional object track-
ing method focus on distinguishing the target from the back-
ground. Adopting a new perspective, we propose a context
aware tracking by a collaborative model of both the object
and its surrounding background. In this model we introduce
the “probability of tracking failure” that determines the fea-
ture similarity and the spatial relationship of the target and
the surrounding background, as the “target-surrounding con-
text”, which appears effective to predict the likelihood of a
tracking failure. This target-surrounding context can be used
to prevent tracking failure where the background has similar
objects. In the experimental of the scene which occurs occlu-
sion by similar objects, the proposed method outperformed
most of the conventional methods.

Index Terms— tracking, context, surrounding-region,
vicinity, occlusion

1. INTRODUCTION

The object tracking is required to track continuously during
appearance changes and occlusion happen under clutter back-
ground. Many of the existing methods have tried to track
these situation, but occlusion still remain as one of the impor-
tant problem [1][2][3][6]. To overcome this problem, Yang
proposed a method that models the target and the associated
stable background regions [5]. This method estimates the tar-
get object region from the temporal relationship with the per-
sistent background region. Grabner proposed a method that
estimates the target region from its temporal relationship with
the invariant features of the background regions [7]. Fan pro-
pose a method that selects local regions in target as attention
region which is discriminated from the background[8]. Dinh
also proposed a method that focuses on background region
which is similar with target object by detection approach[9].
These methods can even track occluded objects. But tracking
fails for objects with similarities to the background or when
occluded by similar objects as it is difficult to discriminate

the target from the background. In this paper, we propose a
method that is not target object centered but focuses on the ef-
fective use of information surrounding the target object. As a
human being’s, human attention increases to avoid lost when
similar objects is in the background. We focus on this human
visual characteristics which is influenced by the context and
propose a method that tracks even when occluded by simi-
lar objects or background. The proposed method tracks both
the target and surrounding regions to understand the target-
surrounding context which is determined from the relation-
ship between them.

2. RELATED OBJECT TRACKING MODEL

Yang proposed a model that employs background regions that
appear steadily over time as auxiliary regions and considers
the relationship between the target object and these auxiliary
regions [5]. The posterior probability can be given by Eq.(1).

p(xt,0|Zt,0) ∝ p0(zt,0|xt,0)p0(xt,0|Zt−1,0)
∏
k

mk0(xt,0) (1)

Note that xt,0 denotes the target position at time t and k
denotes an auxiliary region (k = 1, ...,K). Additionally,
mk0(x0) indicates information passed to the target from aux-
iliary region k as given by Eq.(2).

mk0 =
∫

xt,k

pk(xt,k|Zt,k)ψk0(xt,k, xt,0)dxk (2)

ψk0(xt,k, xt,0) is the probability of a positional relationship
between a continually appearing auxiliary region obtained by
data mining and the target object. A region that is moving
in the same way as the target object is often selected as an
auxiliary region.

3. PROPOSED OBJECT TRACKING MODEL

3.1. Context aware tracking model

Yang infer the position of the target from the positional rela-
tionship between the target and auxiliary regions with contin-
uously appearing, stable background regions. This method,

1788978-1-4799-0356-6/13/$31.00 ©2013 IEEE ICASSP 2013



however, goes no further than reflecting this positional rela-
tionship in tracking results and makes no attempt at under-
standing the immediate context. Drift can, therefore, occur if
an object similar to the target is close to or occludes the target.
To address the above problem, we propose an object tracking
model that understands the context based on relationship be-
tween the target and the background. When a human being
is focusing on a particular object, the degree of attention in-
creases if similar objects are found in the vicinity. On the
other hand, the degree of attention is lower the target object
is distinct. To make use of this human visual characteristics
for object tracking, it is important to understand the context
surrounding the target. Inspired by this human visual char-
acteristics, we define a adaptive tracking model based on the
surrounding context.

p(xt,0|Zt,0) ∝ p0(zt,0|xt,0, ct,0)p0(xt,0|Zt−1,0, ct,0) (3)

Here, p0(zt,0|xt,0, ct,0) is the observation model of the tar-
get at time t and p0(xt,0|Zt−1,0, ct,0) is the state model
with respect to target xt at time t. To obtain the probability
p(xt,0|Zt,0), the observation and the state model use ct,0 as
a condition expressing the target-surrounding context of the
target at time t. The target-surrounding context ct,0 of the
target is defined from the context of all surrounding regions
as follows.

ct,0(xt,0) =
∏
k

pk(xt,k|Zt,k)(1 − ψ′
k0(xt,k, xt,0))

−
∏
k

pk(xt,k|Zt,0)ψ′
k0(xt,k, xt,0) (4)

Two models are applied to one surrounding region. The first
model expressed by the first term of the equation(4) corre-
sponds to tracking using the feature of the surrounding region,
and the second model expressed by the second term corre-
sponds to tracking based on feature of the target. That is,
the first term tracks the surrounding region while the second
term determines whether a region similar to the target exists
in the vicinity of the target. Function ψ′

k0(xt,k, xt,0) is calcu-
lated based on the spatial relationship and feature similarity
between the target and the surrounding region. If a similar ob-
ject does not exist in the vicinity of the target, ψ′

k0(xt,k, xt,0)
is small and ct,0 is positive. Conversely, if a similar object
exists in the vicinity of the target object, ψ′

k0(xt,k, xt,0) is
large and ct,0 is negative. As explained above it is possible to
understand the “target-surrounding context” from the proba-
bility of tracking failure function ψ′

k0(xt,k, xt,0) with respect
to surrounding region k.

3.2. Probability of tracking failure

As shown in Fig. 1, there are three important elements in
understanding the target-surrounding context: the positional
relationship Sd between the target object and the surround-
ing region (Fig.1(a)), difference in direction of motion Sm

(a)Distance (b)motion (c)feature similarity

Fig. 1. Relationship between target object and surrounding
regions

(Fig.1(b)), and feature similarity Sa (Fig.1(c)). The proba-
bility of tracking failure with respect to the target can be de-
scribed on the basis of these elements as shown by Eq.(5).

ψ′
k0(xt,k, xt,0) = 1 − exp(−Sd Sm Sa) (5)

Positional relationship Sd, direction of motion Sm, and fea-
ture similarity Sa are described by Eqs.(6), (7), and (8), re-
spectively.

Sd =
{

1 ||xt,k − xt,0|| < Td

0 otherwise
(6)

Sm =

{
1 xt,k−xt−1,k

||xt,k−xt−1,k|| ·
xt,0−xt−1,0

||xt,0−xt−1,0|| > 0
0 otherwise

(7)

Sa =
∑B

b=1Q(b) ln Q(b)
P (b) (8)

In Eq.(8), Q and P denote the feature of the surrounding re-
gion and the target, B is the number of elements of feature
vector, respectively. Similarity Sa is computed on the basis of
Kullback-Leibler (KL) divergence. Function ψ′

k0(xt,k, xt,0)
is large, if similarity is high while the distance between the
target object and surrounding region is less than a certain
value and motion is in an approaching direction. In this case,
ct,0 takes on a negative value. For all other situations, ct,0
takes on a positive value and it is understood that as context
that the probability of tracking failure is low.

4. IMPLEMENTATION

4.1. Tracking Framework

To realize the context aware tracking model, we describe the
novel framework considering relationship between target and
surrounding regions as shown in Fig. 2. The observation
model of target and surrounding regions are initialized at time
t = 0. After time t = 1, target and surrounding regions are
tracked based on their respective models. For each surround-
ing region, the models for both the target and the surround-
ing region are applied independently. Then, the relationship
is calculated from both tracking results and the probability of
tracking failure using Eqs. (5), (6), (7), and (8), and the target-
surrounding context is derived from the all the relationship as
in Eq.(5). Target position is estimated according to the target-
surrounding context and observation models and state models
are updated based on the context.
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Fig. 2. Framework of proposed method

4.2. Observation model

We apply a joint histogram combining two co-occurrence
histograms with hue-saturation and saturation-brightness in
order to track nonrigid objects and under varying illumi-
nation. we employ kernel-based tracking for the similarity
measurement between the target and candidate regions by
KL divergence[6]. This has better tracking performance than
mean shift based tracking.

4.3. Determination of target position from the context

Target position xt,0 at time t is determined from the target-
surrounding context. If ct,0 in Eq. (4) is a positive value, it
means a state in which the probability of tracking failure is
low. Candidate position x∗0 is used as the target position xt,0,
xt,0 = x∗0. Conversely, if ct,0 is a negative value, it indicates a
state where similar object is in the vicinity and the probability
of tracking failure is high. Target position is determined from
the surrounding regions as shown in Eq. (9).

xt,0 =
1
|D|

∑
xk∈D

p(xk|zk)x∗k0 (9)

Note that |D| is the number of regions in subset D and x∗k0

is the target position estimated from surrounding region k.
For subset D whose similarity to the target is less than the
threshold Ta, D = {xk|Sa(xt,k, xt,0) < Ta}.

4.4. Arrangement and Updating of surrounding regions

Surrounding regions are arranged radially at equal intervals
from the target position. The regions are located above, be-
low, left, and right of the target object in the case of 4 sur-
rounding regions is used.

For effective selection of the surrounding region, the
surrounding regions are generated and eliminated based on
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Fig. 3. Tracking error in the scene of target occlusion.

probability. For surrounding region xk, tracking continues
until probability p(xk|zk) is lower than Tpk. If probability
p(xk|zk) drops and less than Tpk, new surrounding region
will be generated. Additionally, if the distance between a
surrounding region and the target is larger than twice of Td, it
will also be eliminated and a new surrounding region will be
generated. This corresponds to the case in which no similar
objects exist in the vicinity of the target object or in which
the target or background is moving. On the other hand, if
probability p(xk|z0) is higher than Tp0, this surrounding re-
gion will be tracking continuously based on the feature of
the target. Conversely, if probability based on the target is
lower than Tp0, this surrounding region is eliminated and a
new one generated. As shown above, surrounding regions are
generated and eliminated in accordance with the context.

5. EVALUATION EXPERIMENTS

we compared the tracking performance with three conven-
tional methods[3][5][6]. For the evaluation, we evaluated
three home videos with similar objects overlapping, target
object movement, and camera shaking. In our method, the
joint histogram employed as an observation model consists
of 16 × 16 bins. The number of surrounding regions is set
to 4, and the parameters are as follows: given the size of the
target object as S0, Td is 2.0 times S0, Tpk and Tp0 are 0.8,
0.7, respectively. The initial position of the target object is
the same for all methods.

5.1. Performance in a scene with occlusion by a similar
object

We compared performance in a 150-frame scene in which a
person dressed in colors similar to the target occludes the tar-
get by passing in front of it. Tracking error from center posi-
tion in each frame for the proposed method and other ones are
shown in Fig. 3 and tracking results are shown in Fig. 4. In
Fig.4(c), the red oval signifies a state in which the probability
of tracking failure is high. In other words, a person dressed in
color similar to the target object passes in front of it around
the 70th frame. From this frame on, the methods not using the
surrounding regions erroneously tracks the person passing in
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Fig. 4. Example of tracking result in the scene of target oc-
clusion. First column is 60 frame, second column is 70 frame,
third column is 80 frame and fourth column is 100 frame.
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Fig. 5. Tracking error in the scene of crossing similar objects
continuously under complex background.

front of the target object and as a result the error propagate.
In contrast, the proposed method and in Yang’s method, by
virtue of estimating the position of the target object from the
surrounding regions, correctly tracks the target object even
after the similarly dressed person has passed the target object
around the 80th frame.

5.2. Performance in a scene with continuous crossing of
similar objects against a complex background

The performance in a scene with continuous crossing of sim-
ilar objects against a complex background accompanied with
movement and occlusion of the target object are shown in Fig.
5 and Fig. 6. The evaluation video consist of 600 frames and
persons dressed similarly to the target object at a sports-day
event are present in the background. In addition, the target ob-
ject passes in front of a similarly dressed person and sits down
on a chair, after which a similarly dressed person passes in
front of the target object. Near the 200th frame, the target ob-
ject passes in front of a similarly dressed person, and both the
proposed technique and existing techniques continue tracking
without switching from one object to another. Near the 350th
frame, however, a similarly dressed person passes in front of
the target object and both the method without surrounding re-
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Fig. 6. Example of tracking result in crossing similar ob-
jects continuously under complex background . First column
is 200 frame, second column is 300 frame, third column is
350 frame, forth column is 360 frame and fifth column is 370
frame.

gions and the Yang’ s method drift to the passing person. The
proposed method, meanwhile, can correctly track the target
object even in such a complex scene. Yang’s method cannot
determine whether a similar object is present near the target
object and cannot, as a result, determine whether it is track-
ing the target object or similar object in the event of occlu-
sion. Moreover, objects in the background are moving result-
ing in no stable auxiliary regions as were present in the scene
of subsection 5.1, which also causes drift in Yang’s method.
The proposed method derives the probability of tracking fail-
ure from the context, and if the probability of tracking failure
happens to be high, it estimates the position of the target ob-
ject based on those surrounding regions that are not similar to
the target object. As a result, the position of the target object
can be correctly tracked even under occlusion.

6. CONCLUSION

We proposed a novel tracking model that focuses not just on
the target object but also on target-surrounding context de-
fined by surrounding regions as a new object-tracking tech-
nique. The proposed method seeks to understand the con-
text in regions surrounding the target object and to change
tracking behavior accordingly so that similar objects or back-
ground regions are not erroneously tracked. In an evaluation
experiment, we compared this method with other methods fo-
cusing on scenes in which the target object coexists with sim-
ilar objects and background regions. The results of this exper-
iment showed that the proposed method can tracking a object
even in complex scenes with similar objects occluding or in
the near vicinity.
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