
VARIATIONAL BAYESIAN AND BELIEF PROPAGATION BASED DATA ASSOCIATION
FOR MULTI-TARGET TRACKING

Ata-ur-Rehman⋆, Syed Mohsen Naqvi⋆, Lyudmila Mihaylova†, Jonathon A. Chambers⋆

⋆School of Electronic, Electrical and Systems Engineering Loughborough University UK.
{a.ur-rehman, s.m.r.naqvi, j.a.chambers}@lboro.ac.uk

†School of Computing and Communications, Lancaster University UK.
mila.mihaylova@lancaster.ac.uk

ABSTRACT
A novel two stage data association technique for multi-target track-
ing is proposed which assigns multiple measurements to a target to
mitigate information loss. At the first stage a variational Bayesian
(VB) clustering technique is used which groups the measurements
automatically into a determined number of clusters. In the second
stage a belief propagation (BP) based cluster to target association
method is proposed to assign multiple clusters to a target. This
is achieved by exploiting the inter-cluster dependency information.
The proposed technique is suitable to accommodate non-rigid tar-
gets such as humans. Both location and features of clusters are used
to re-identify the targets when they emerge from occlusions. The
proposed technique is compared with state of the art method due to
Laet et al. and evaluations are presented on a real data set.

Index Terms— variational Bayesian methods, clustering, data
association, belief propagation, multi-target tracking

1. INTRODUCTION

Multi-target tracking is a challenging problem which has occupied
various researchers [1, 2, 3, 4, 5, 6]. It more generally has many
applications, such as surveillance, intelligent transportation, subma-
rine tracking, animal tracking for behavioral analysis, human com-
puter interfacing, and etc. [1, 7, 8, 9]. A successful multi-target
tracking system requires a reliable identification of targets, which
can be achieved by adopting an appropriate data association tech-
nique. Most of the existing data association methods assume that the
targets generate one measurement at a time [1, 10]. This is a strong
assumption because in most tracking applications [5, 11, 12, 13],
targets generate multiple measurements e.g. in the case of video
tracking there are multiple pixels originating from one target. To
deal with such problems, existing techniques extract features from
the group of measurements [9, 14, 15]. These techniques can result
in loss of information and degrade the tracking results. A clustering
and data association based approach has been recently proposed in
[5] to assign multiple measurements to one target. In this approach
the measurements originating from the targets are first grouped into
clusters by using the variational Bayesian (VB) [16] approach and
then clusters are assigned to the different targets by using a joint
probabilistic data association filter (JPDAF) [17]. This is a shape
based approach in which clustering is performed on the basis of the
structure of the targets. This approach is only appropriate for rigid
shapes where targets do not change their shapes. Another drawback
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of this technique is its assumption that one target generates only one
cluster at a time. This is again a strong assumption and results in data
association failure when targets generate multiple clusters. Another
limitation of this work is that it does not use different features of
clusters and hence when targets emerge from occlusions, the tracker
sometimes fails to re-identify the targets.

The main contribution of this work is that a more robust data
association technique is proposed to overcome the limitations of the
existing state of the art technique in [5]. The proposed technique
assigns multiple measurements to a single target in a two stage pro-
cess. In the first stage, measurements originating from all the targets
are grouped by using the VB clustering technique and then at the
second stage these clusters are assigned to targets by using a belief
propagation (BP) [18] method. The advantage of using VB is that
it automatically determines the number of clusters which can fit the
measurements. This is very helpful in multi-target tracking: a case
where the number of targets is unknown and remains changing. By
using BP, the proposed algorithm describes a solution to assign mul-
tiple clusters to a target. Furthermore, the proposed algorithm does
not completely rely on shape information and hence it provides a
more suitable data association method for non-rigid targets such as
humans.

The algorithm exploits the association between the clusters
which helps to assign multiple related clusters to one target. It uses
both location and features of clusters to perform the data association
and thereby achieves more reliable data association results. Unary
potential in BP is defined on the basis of the location information of
clusters while pairwise potentials are defined on the basis of cluster
features. This helps to correctly re-identify the targets emerging
from occlusions and hence overcomes the tracking failures. Fur-
thermore, a technique is also proposed to prioritise these clusters.
Clusters which are more reliable or in other words which are more
certain about their identity are given priority as compared to the
clusters which are ambiguous. This helps to simplify the cluster
labeling problem.

The remainder of the paper is organized as follows: Section 2
describes the VB clustering technique to group the measurements;
cluster to target association by using BP is explained in Section 3;
experimental validation is presented in Section 4; finally, conclu-
sions and relation to the prior work are discussed in Section 5.

2. VARIATIONAL BAYESIAN CLUSTERING

At the first stage of the data association process, measurements are
grouped into clusters. This clustering process needs to be done in
a way that each cluster contains measurements originating from one
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target. If we assume M number of measurements originating from
N targets, then the clustering process groups them into K clusters.
Each cluster is represented by its center µq where q = 1, · · · ,K
represents the cluster index. We assume that yj

k represents the jth

measurement at discrete time step k. The goal of the clustering is
to find the center points of clusters and measurement to cluster as-
sociation for every single measurement. A binary association indi-
cator bj,qk ∈ {0, 1} is used to represent the association of the jth

measurement to the qth cluster. If for example the measurement
yj
k is assigned to the qth cluster then bj,qk = 1 and bj,lk = 0 for
l ̸= q. The vector bj

k = [bj,1k , bj,2k , . . . , bj,qk , . . . , bj,Kk ] indicates,
at discrete time k, to which cluster yj

k corresponds, and the matrix
Bk = [b1

k, . . . ,b
j
k, . . . ,b

M
k ] represents all the association indica-

tors at time step k.
Clustering can be viewed as fitting mixtures of Gaussians to the

measurements [16]

p(yj
k) =

K∑
q=1

Cj,q
k N(yj

k|µq,Σq) (1)

where each Gaussian density N(yj
k|µq,Σq) is a component of the

mixture with mean µq and covariance Σq . The mixing coefficient
Cj,q

k represents a prior probability of picking the qth component of
the mixture, which can be represented as

Cj,q
k = p(bj,qk = 1) (2)

In our particular problem of clustering, the main objective is to
eveluate the probability distribution of the unknown parameters Bk,
Ck, µ and Σ given the observed measurements Yk. VB clustering
is one of the techniques which approximates the probability distri-
bution over such unknown parameters. The joint distribution of all
the known and unknown parameters can be decomposed as [16]

p(Bk,Ck,µ,Σ,Yk) =

p(Yk|Bk,Ck,µ,Σ)p(Bk|Ck)p(Ck)p(µ|Σ)p(Σ).
(3)

and VB is a two step process to evaluate the optimum forms of
approximations to these distributions, defined as q∗(Bk), q∗(Ck),
q∗(µ) and q∗(Σ) over the unknown parameters as explained in [16].

3. DATA ASSOCIATION USING BELIEF PROPAGATION

The main contribution of the paper is a new BP based approach to
associate multiple measurements (clusters) to each target. This new
approach helps to overcome the limitations of JPDAF based data
association used in [5]. In this section, the standard BP is first ex-
plained. We then describe the construction of the BP graph in the
context of the cluster to target association problem, which includes
the method of defining the unary and pairwise potentials and priority
scheduling of nodes.

3.1. Standard Belief propagation

A pairwise Markov random field (MRF) [16] provides an appropri-
ate theoretical graphical model for the cluster to target association
problem. An MRF is an undirected graph G = (V,E), where V
represents nodes of the graph and E represents the undirected edges
between them. Nv represents the neighboring nodes of node v ∈ V .
Each node v has a hidden node (label) hv ∈ H attached to it and the

purpose of BP is to assign labels to the nodes to maximize the joint
distribution over the hidden nodes (labels)

p(H) =
∏
v∈V

ϕv(hv)
∏

u∈Nv

ψuv(hu, hv) (4)

where ϕv(hv) is the unary potential which represents the prior
probability of node v having the label hv . The pairwise potential
ψuv(hu, hv) represents the probability that node v takes label hv

and its neighboring node u takes the label hu. The pairwise potential
helps to model the joint behavior of neighboring nodes.

In BP we calculate beliefs at every node of the graph. Belief
fv(hv) at node v represents the posterior probability of node v hav-
ing the label hv . The belief vector fv = [fv(h1), · · · , fv(hv), · · · ,
fv(hN )] represents the beliefs at node v for taking labels h1 · · ·hN .
Belief at node v is the product of unary potential at that node and all
the messages coming from the neighboring nodes

fv(hv) = κϕv(hv)
∏

u∈Nv

muv(hv) (5)

where κ is the normalizing factor and muv(hv) is the message to
node v coming from its neighbor u. This message represents how
likely the node u thinks that the node v will take the label hv . The
messages are evaluated by using the message update rule

muv(hv) ∝
∑

hu∈H

ψuv(hu, hv)ϕu(hu)
∏

r∈Nu\v

mru(hu) (6)

where
gu(hu) =

∏
r∈Nu\v

mru(hu) (7)

is know as a pre-message at node u which it calculates by taking
messages from the neighboring nodes except v. The max product
form of the message passing equation can be achieved by replacing
the summation term by the max term. The next section describes
how the BP algorithm is constructed to use it in the cluster to target
association problem.

3.2. Belief propagation for cluster to target association

The VB clustering described in Section 2 gives K clusters for N
targets. Now the data association problem simplifies to assigning
labels (identities) to clusters. Each cluster can originate from one
target but BP based data association helps to overcome the limitation
of [5] and allows us to associate multiple clusters to a single target.

This cluster to target association problem is represented as a
graph G = (V,E). Nodes V represent clusters, and edges E rep-
resent inter cluster dependency. The edge between two nodes shows
that the identity of one node gives some knowledge about the iden-
tity of the other node e.g. if the features of two clusters are very
similar it means that there is higher probability that both the clusters
originate from the same target and it is highly probable that both will
take the same label.

Unary and pairwise potentials of the graph are designed such
that we can exploit both features and location information of clus-
ters. The unary potential ϕv(hv) is formulated by using the distance
of the measurements in a cluster from the estimated location of the
target. It is defined such that the probability of the node v having
identity hv decreases with the increase in the distance between clus-
ter v and the estimated location of target hv and vice versa. Loca-
tions of targets at each state can be estimated with the help of Kalman
or a particle filters [7]. Because the nature of the problem is non-
linear and non-Gaussian, we have used a particle filter to estimate
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the locations of targets. Focus of the paper is on the data association
part of tracking therefore particle filtering and other tracking related
details are not provided, see [19] for more details. The particle filter
based unary potential term is designed as

ϕv(hv) = p(Yv|x(hv))

=
∏

i∈Yv

1

Ns

Ns∑
s=1

p(yi
v|xs(hv))

(8)

where Yv represents the measurements in cluster v, x(hv) repre-
sents the estimated location of target hv and Ns is the number of
samples in a particle filter. An advantage of using this unary poten-
tial is twofold: one is that we are utilizing the position information
of the cluster and second we do not need any training data.

Next we define the pairwise potential term ψuv(hu, hv). In the
proposed work this term is defined such that if two clusters are sim-
ilar then they should have the same identity. We have exploited the
features of clusters to evaluate similarity between them. The pair-
wise potential term is defined as

ψuv(hu, hv) =

{
exp(−duv/ϑ) if hv = hu

1− exp(−duv/ϑ) otherwise (9)

where ϑ is a constant and duv is the distance between nodes u and
v. One possible choice of calculating this distance is to calculate
the Bhattacharyya distance [20] between the features. These unary
and pairwise potentials are used in equations (5) and (6) to calculate
beliefs at each node. After L iterations label hv is assigned to node v
if it produces the maximum belief at that node i.e fv(hv) > fv(hp)
where

fv(hp) = max
hp∈H\hv

fv(hp) (10)

The standard BP algorithm randomly selects the nodes to which to
send messages. In the cluster to target association problem, all nodes
do not have the same level of initial belief about their identities e.g.
clusters which are at a higher distance from the other nodes and have
more discriminating features are less ambiguous as compared to oth-
ers. In the proposed algorithm we priorities nodes which are less am-
biguous and these are allowed to send their messages first. A similar
approach is used in [21] to assign labels to tracklets.

We have used the entropy of the belief vector to define the am-
biguity of the node, as used in [21]

S(v) = −
∑

hv∈H

fv(hv)log(fv(hv)). (11)

Higher entropy of node v shows a higher ambiguity of the node, and
hence results in a lower priority and vice versa. To construct a be-
lief at node v, the neighboring node u sends a message to node v
by gathering messages from all its neighbors except v. However the
messages received by node u from the more ambiguous nodes do not
provide useful information to solve the labeling problem. Hence in
the proposed work the message muv(hv) is constructed at node u
by considering only those messages which are less ambiguous than
the node u. This priority scheduling avoids loops in the graphs and
provides a tree type structure in which nodes are arranged according
to their priority. The complete data association algorithm is summa-
rized in Algorithm 1.

Algorithm 1 VB and BP based data association algorithm
Input: M measurements

Ns particles for every target, particles are the estimated
locations of targets.

1: Bk, K← Labels Bk of M measurements from clustering pro-
cess results in K clusters.

2: ϕv(hv) ∀v ∈ V, ∀hv ∈ H ← Evaluate unary potentials by
using equation (8)

3: Initialize beliefs fv(hv)← ϕv(hv) ∀v ∈ V, ∀hv ∈ H
4: for l = 1 : L do
5: S← Evaluate entropy of all the nodes by using equation (11).
6: E ← Prioritise the nodes according to the entropy
7: for w = 1 : V − 1 do
8: u← Pick the most unambiguous node in E
9: I ← Pick all the less ambiguous neighbors of u

10: gu ← Evaluate the pre-message at u by using less ambigu-
ous nodes I in equation (7)

11: J ← Pick all the more ambiguous neighbors of u
12: for v ∈ J do
13: muv(hv) ∀hv ∈ H ← Evaluate message from node u

to v by using equation (6)
14: fv(hv) ∀hv ∈ H ← Evaluate belief at node v
15: end for
16: E ← E\u Resize E by eliminating the node u.
17: end for
18: end for
19: Assign labels to all the nodes according to rule explained in Sec-

tion 3.2

4. EXPERIMENTAL RESULTS

The algorithm is evaluated by tracking people in the video recording
(seq45-3p-1111 cam3 divx audio.avi) taken from the AV16.3 cor-
pus [22] available at http://glat.info/ma/av16.3/. The test sequences
are recorded at a resolution of 288 × 360 at 25 frames/sec show-
ing up to three people moving in a room environment in a closed
arena. All the parameters have been chosen empirically to yield best
results. To investigate the performance of the proposed algorithm,
results are compared with [5].

4.1. Clustering Results

Clustering is based on the VB technique, advantage of using this
technique is that we do not have to define the number of clusters K.
Clustering results for a few of the video frames are shown in Fig.1.
Blue, red and green colours represent first, second and third cluster
respectively. It is clear from the clustering results that because of the
non rigid nature of targets they change their shapes, and hence the
number of clusters per target are not always the same. It can be seen
in the frame 226 of Fig.1 that one of the targets is producing two
clusters. The clustering results fulfil the condition that even during
the close interactions, one cluster originates from a single target. At
this level of the algorithm, identities of the clusters are not defined.

4.2. Clusters to Targets Association Results

Clusters to target association is the most crucial part of the algorithm.
In [5] the JPDAF is used to assign clusters to the targets. To com-
pare, we have implemented the JPDAF technique by considering all
possible hypothesis. Table 1 shows the ground truth of the cluster
to target association. The data association results with JPDAF are
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(c) Frame 288 (d) Frame 313

Fig. 1. Clustering results: First, second and third clusters are rep-
resented by blue, red and green colours respectively. (a) Frame 226
shows that one of the targets produces two clusters. (b),(c) and (d)
show that each cluster is generated from a single target even during
close interactions.

Table 1. Cluster to target association ground truth

Frame No. Target No. Cluster Colour Cluster No.
1 green 3

226 2 blue and red 1 and 2
1 red 2

278 2 green 3
3 blue 1
1 blue 1

288 2 green 3
3 red 2
1 red 2

313 2 green 3
3 blue 1

shown in Table 2. In JPDAF we do not know how many clusters are
originating from a target, hence we assign a cluster with the high-
est probability to the respective target. For frame 226 only cluster
1 is assigned to target 2 and the second cluster is ignored. More-
over, data association failures can also be seen in frame 278 where
target 1 is assigned cluster 3 and target 3 is assigned cluster 2. The
similar failures can be seen in association results for frames 288 and
313. This is because the targets are coming out of occlusions and
JPDAF does not use the feature information hence fails to correctly
re-identify the targets. These failures are corrected with the help of
the proposed BP approach.

Data association results of the proposed BP based cluster to tar-
get association technique are shown in Table 3. We used the simple
colour histograms feature to calculate the pairwise potential terms
ψuv(hu, hv). Bhattacharyya distance between the colour histograms
of clusters is used to calculate the distance between them. It can
be seen for frame 226 multiple clusters are successfully assigned to
target 2. By exploiting the feature information in pairwise poten-
tials, we achieved a successful re-identification of targets when they
emerge from occlusions. This can be seen in frame 278 where target

Table 2. Cluster to target association with JPDAF. Clusters with the
highest probability are assigned to the respective targets

Frame Target Probability Probability Probability
No. No. of cluster 1 of cluster 2 of cluster 3

1 0.080 0.103 0.816
226 2 0.496 0.360 0.144

1 0.152 0.307 0.541
278 2 0.212 0.357 0.431

3 0.196 0.412 0.392
1 0.136 0.332 0.532

288 2 0.306 0.191 0.501
3 0.384 0.195 0.421
1 0.422 0.087 0.491

313 2 0.435 0.141 0.424
3 0.494 0.125 0.381

1 is correctly assigned cluster 2 and target 3 is assigned cluster 1.
The similar corrections can be seen in association results for frames
288 and 313. This confirms the value of applying BP in data associ-
ation.

Table 3. Cluster to target association results with BP. Clusters with
labels 1 are assigned to the respective targets

Frame Target Label of Label of Label of
No. No. cluster 1 cluster 2 cluster 3

1 0 0 1
226 2 1 1 0

1 0 1 0
278 2 0 0 1

3 1 0 0
1 1 0 0

288 2 0 0 1
3 0 1 0
1 0 1 0

313 2 0 0 1
3 1 0 0

5. RELATION TO PRIOR WORK AND CONCLUSIONS

A novel data association technique was proposed to assign multiple
measurements to a target to mitigate the information loss in multi-
target tracking. The work has been built on a recently proposed state
of the art technique [5] in which data association was performed
with the help of a clustering and a JPDAF based approach. In our
proposed technique VB based clustering was used which grouped
the measurements automatically into determined number of clusters.
The JPDAF used in [5] for cluster to target association was replaced
with a new BP based approach, which helped to assign multiple clus-
ters to a target of non-rigid shapes. Unary and pairwise potentials in
BP were designed to exploit both locations and features of clusters
to re-identify the targets when they come out of occlusions. Results
showed that the proposed technique successfully assigned multiple
clusters to a target and re-identifications after occlusions was also
successfully achieved.
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