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ABSTRACT

We propose a method to visualize a large image database. The
key novelty is that the visualization maintains the structure
often seen in clustering based visualization schemes while al-
lowing for overlap between two clusters. Clustering is based
on user-defined descriptors such as color, texture, and EXIF
settings. Associations between images and descriptors are
also made explicit in the visualization. Visualization of a
16000 image database downloaded from Flickr is presented.

Index Terms— Image databases, Data visualization, net-
work theory

1. INTRODUCTION

An image database can be enriched by attaching a set of de-
scriptors to an image. Descriptors include EXIF settings such
as exposure and aperture that modern cameras can capture in
an image header; text descriptors such as person, place, and
events that users can use to annotate an image; and content
descriptors like color, texture, structure that sophisticated al-
gorithms can extract from an image.

The importance of associating descriptors with images,
i.e., identifying the set of descriptors that best character-
izes a set of images, has been well documented in literature,
e.g., Qiu’s work on co-clustering of images and content
features [1], its extension by Gao et.al. to include textual
descriptors [2], and our recent work on browsing image
databases [3]. It has also been explored in text mining liter-
ature [4], where a structured 2-D matrix is used to visualize
the associations between the documents and their keywords.

Systematic visualization of images in large databases is
important for user interaction [5, 6, 7]. Heesch provides
a classification of visualization models that broadly corre-
sponds to hierarchies based on clustering, networks based on
nearest neighbor, and maps based on preserving similarity
measures [7]. In hierarchies such as [1, 2] images within a
cluster are typically visualized together, separate from im-
ages of other clusters. The advantage of hierarchies is that
typically they are structured – partitioned visualization space

clearly identifies the clusters. The disadvantage is that its
difficult to find perfect clusters – typically an image could
belong to two or more clusters. This is overcome in maps
such as [5], where similar images are visualized closer than
non-similar images, with no clear partitioning of the visual-
ization space. The disadvantage of maps is that in the low
dimensional visualization space preserving similarity leads
to overlap of some images while other images are laid out
in isolation – typically there is a poor utilization of visual-
ization space. Additionally, dimensionality reduction implies
that associations between images and their descriptors are
transformed and are hence not easily apparent.

The visualization proposed in this paper displays images
in a 2D grid, the community map, such that,

• Images that are clustered together are clearly identified
by placing them on the on-diagonal sub-grids.

• But it allows for overlap of up-to two clusters by in-
novative usage of off-diagonal sub-grids where images
that lie in the overlap are placed.

• Moreover the sub-grids are labeled by the descriptors
that are clustered together, thus clearly identifying the
associations.

In our proposed method images and descriptors of a
database are modeled as nodes of a bipartite network. An
edge, between a descriptor node and an image node, has a
weight that is the normalized value of the descriptor for the
image. Community detection [8] on the network yields com-
munities of images and descriptor, i.e., clusters of strongly
associated images and descriptors. By perturbing the weights
on the edges of the networks, slightly modified communities
are detected, and the process unravels nodes that either be-
long to the core of a cluster, or lie on its border [9, 10]. These
are then laid out in a 2-D grid at the appropriate location.

The paper is organized as follows – section 2 relates this
work with prior work in this area. Section 3 reviews the com-
munity detection algorithm and presents a novel method for
creating a visualization given a set of images and descriptors.
Section 4 presents results using a database of around 16000
images downloaded from Flickr.
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Fig. 1. Method to create proposed visualization. I , D represents
images and descriptor as nodes in a bipartite network G. E is set of
weighted edges between I , D nodes. W , H is user defined grid size.
On-diagonal sub-grids are shown with an orange outline – their sizes
are determined by the number of elements in community Ck. Dk are
set of descriptors in community Ck – they label the horizontal axis.
In the example the image has a membership value (3, 2) i.e., belongs
to the overlap of community C2 and C3 and hence is placed in the
(3,2) sub-grid.

2. RELATION TO PRIOR WORK

• We extend previous work [1, 2] on clustering of images
using their associations with user-defined descriptors.
The main difference is that both strong intra-cluster and
inter-cluster (up-to two) associations can be explored in
our visualization. Qiu et.al. [11] have proposed visual-
ization of images in order to “provide a mental picture
of database content”, but their algorithm and results are
limited to color descriptors.

• We extend our previous work [3] substantially. The
methodology of using community detection algorithm
that requires only a null model and perturbation of
communities to detect overlap for clustering based
image visualization is novel and different from the
graph-partitioning methods used in [1, 12, 3]. By novel
usage of the off-diagonal grids we are able to present
overlaps between two clusters. The results in this paper
though not validated yet with a systematic user study
are arrived at using a much larger dataset than reported
in these previous works.

3. METHOD

The flowchart shown in Fig 1 illustrates the visualization
method. We now describe each step in the method. Weight of
an edge between nodes ik and dl is the value that descriptor
dl takes in image ik. A value of zero implies that there is no
edge between the nodes, else the weight could be binary, or
integers/floats.

Normalize step normalizes the weights such that for each
descriptor variance is one, and the mean is such that all non-
zero weights are positive. Detect community step then par-
titions the graph into groups of nodes, with dense connections
within groups and only sparser connections between them [8].
Community detection has been popular in network theoretic

analysis [8, 13, 14]. Its advantage is that while typical graph
partitioning algorithms such as [15] fix the sizes of the groups
into which the network is divided, community detection, par-
ticularly one based on modularity does not fix the size of com-
munities or number of communities [8]. Rather it uses the in-
tuition that for an unweighted graph the number of edges be-
tween (within) communities should be smaller (greater) than
expected. Let us denote the probability of an edge between
nodes k and l by Pkl, and let gk denote the community to
which vertex k belongs. The adjacency matrix is denoted by
A and its (k, l)th element by Akl. If the number of edges is
Ne, the expected number of edges between k and l is Akl −
Pkl, and modularity Q is defined as,

Q =
1

2Ne

∑
kl

[Akl − Pkl]δ(gk, gl) (1)

δ(r, s) = 1 if r = s and 0 otherwise. The design choice is of
Pkl which denotes the “null model” against which to compare
our network - the strength of the modularity approach lies in
that it makes this choice explicit. The simplest null model
takes into account the expected degree of a node, but places
the edges entirely at random. If ki denotes the degree of the
node i, then in this model [8], Pij = (ki ∗ kj)/(2 ∗Ne). For
bipartite graphs the definition is updated suitably [16], and for
weighted graphs the degree is determined by the weights on
the edges of the graph. This step yields a set of K commu-
nities {Ck} each of which is set of strongly connected nodes
{Ik, Dk}.

The ideal of perfectly separated communities may not be
true for most real networks [17]. Overlapping communities
can be considered to be equivalent to margins of separat-
ing hyper-planes in clustering of points in high dimensional
space [18]. To detect nodes that lie in the overlap of two com-
munities, first the Perturbare step perturbates the weights of
the edges by adding noise to the weight of an edge. Noise
is uniformly distributed over [−σEij , σEij ] for an edge with
weight Eij [9], σ is a parameter in [0..1]. Then the Detect
community step finds communities in the perturbed network.
Perturbation along with community detection is repeated
multiple times. If the perturbed community set {C̃jk} of
the jth run is such that D̃jk

1 6= Dk ∀k, then the run and
its communities are discarded, i.e. we only allow for small
perturbations where the images can change communities but
not descriptors.

To identify the two clusters that an image belongs to, the
Assign membership step uses {Ck}∀k and retained per-
turbed communities {C̃jk}∀j, k. Let the top two communities
by count that image il belong to be k1, k2. Then the member-
ship value is Ml = (k1, k2). Note that an image could belong
to a single community despite of perturbations. These are the
images that will be placed on the on-diagonal sub-grid.

1C̃jk = {Ĩjk, D̃jk}
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Fig. 2. Images from a single photographer. The hori-
zontal axis is labeled from left-right on-diagonal sub-grid:
|E1|, |E5, C8|, |C5, C7, E2|,|C1, C3, E3|, |C2, C4, C6, E4|,
|T1, T2, T3, T4, T5, T6, T7, T8, T9|, where | . . . | represents commu-
nities.

The Order step is based on our previous work [3]. It re-
orders the communities such that those with higher overlap
are close together in the order. The membership values are
updated with the new order. Community map is a 2D grid
which is partitioned into K × K sub-grids. The size of k
on-diagonal sub-grids is determined by the size of Ck com-
munity, assuming an aspect ratio of 4/3. Images are placed
in the grid corresponding to their membership value and re-
sized according to the space available in the sub-grid – its
equally divided between all images in the sub-grid. On the
horizontal axis each sub-grid is labeled by the descriptors Dk

corresponding to the on-diagonal community.

4. RESULTS

We downloaded, publicly available images from Flickr, a to-
tal of around 16,000 images from 24 different users. The se-
lection of users was random among those whose images are
available publicly for non commercial use. The dataset is very
representative of real images ranging from portraits, natural
scenes, structures to collages of photographs. The content
descriptor that we have used consists of a 8 dimension RGB
color histogram, a 5 dimension MPEG-7 edge orientation his-
togram, and a 9 dimensional vector of wavelet based texture
features. In this descriptor C1 i.e., the first bin of color space
primarily encodes dark images, while C8 encodes bright im-
ages. E1 counts the number of horizontal edges,E2 the num-
ber of vertical edges and E3, E4, E5 the diagonal and non-
directional edges [20]. The texture features are ordered such
that the highest decomposition level sub-bands occur first and
lowest decomposition level sub-bands last. Five EXIF de-

scriptors, ISO, aperture, exposure, focal length and flash, are
used. For the first four descriptor there are three possible val-
ues, low (1), medium (2) , high (3), and flash is binary off or
on.

Fig. 4 show the visualization of the 16000 images down-
loaded from Flicker. This visualization shows the structure
that is brought about by a 2D grid layout. Due to the large
number of images, it can be argued that detail of each image
is lost. However the visualization does capture the aggregated
associations with content descriptors for a community– ob-
serve the homogeneity of each on-diagonal sub-grid. Because
there is no transformation one can clearly label the communi-
ties with the descriptors, allowing the user to understand what
the descriptors “encode”, especially content based descrip-
tors which are not extracted by a user but are often used in
content based image retrieval leading to the semantic gap [5].
Additionally by using off-diagonal sub-grids we are able to
show the overlaps between two communities – for example
textured images with a reddish tinge or with a bluish tinge
can be clearly seen in the last column off-diagonal sub-grids.
A user can use this map as an initial guide that allows her to
narrow down the search region for her multimedia query. In
Fig 2 images of a single photographer with relatively small σ
are shown. There are relatively few images in the overlap be-
tween communities. But this implies that these images can be
shown at a larger resolution, emphasizing them as compared
to images that strictly belong to a single community. Reddish
texture images are highlighted in (4,5) sub-grid, while an im-
age that has both horizontal edges and is dark is shown clearly
in the (1,3) sub-grid. To us this is similar to emphasizing the
marginal data in an active learning scenario [18].

This added feature of larger resolution images in the over-
lap region is immediately useful in Fig.3 where EXIF settings
are used as descriptors. Here overlaps represent images where
some of the settings were modified. Thus while this photog-
rapher usually shot portraits using a high focal length, (1,1)
on-diagonal sub-grid, he also shot some portraits with lower
focal length, and a higher aperture, (1,5) sub-grids. Both his
preferences for settings for a particular type of photographs,
and how the changes in settings affects the photographs is
comprehensible from this visualization. In this case we did
solicit user feedback from the photographer and received pos-
itive comments.

In conclusion, we present a novel visualization of an im-
age database. Each visualization has its own merits and de-
merits. We have not been able to do an objective evaluation
yet of our visualization. We do argue that we do not know of
any work that effectively utilizes the 2D grid space. The de-
merits of our work is that images are small, the visualization
is unable to show overlaps of more than two communities,
and there is a lack of user interaction. We are working on the
last two issues using interactive Venn diagrams.
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Fig. 3. Images of a different photographer whose EXIF tags are available. A stands for aperture, E for exposure, F for focal length, FL for
flash. This map gives a very clear idea of what are the settings that a user prefers, and also what are the images when settings are changed
slightly.

Fig. 4. All 16000 images downloaded from Flickr are organized in a community map. The horizontal axis labels are |C8, E2, E3|,
|C5, C7, E5|, |C1, C3, E1|, |C2, C4, C6, E4|, and |T1...T9| for each on-diagonal sub-grid from left to right. Communities are defined
by bright vertical edges (top-left sub-grid), bluish tinged images, dark images with horizontal edge, reddish images, and texture images.
Images that are textures and predominantly red in color are in the (4,5) sub-grid and those with bluish tinge are in the (2,5) sub-grid.
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