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ABSTRACT

In this paper, we propose a novel postprocessing method to
suppress both the flickering and blocking artifacts in block-
coded videos. For reducing the flickering effect between
adjacent frames, we propose an adaptive multi-scale motion
filtering method to maintain the motion coherence of pro-
cessed video. For blocking artifacts suppression, we adopt a
patch-based scheme in which similar patches are grouped in a
spatio-temporal domain and each patch group is recovered by
solving a low rank matrix completion problem. Experimen-
tal results show that the proposed method can significantly
reduce the flickering and blocking artifacts in the decoded
videos.

Index Terms— Video deblocking, deflicker, low rank
matrix completion, adaptive multi-scale motion filtering

1. INTRODUCTION

Block-based Discrete Cosine Transform (BDCT) has been
widely used in most image/video compression standards in-
cluding MPEG and H.264 [1] because of its energy compact-
ing property and relative ease of implementation. However,
as each block is transformed and quantized independently,
blocking artifacts appear along the block boundaries. There-
fore, postprocessing of the block-coded videos is necessary to
improve the visual quality of decoded videos.

One intuitive way to deal with the video deblocking prob-
lem is to process each frame in the decoded video separately
therefore image deblocking algorithms and techniques can be
utilized to fulfill the video deblocking task. Generally, there
are two categories of image deblocking artifacts suppression
techniques existing in the literature: image enhancement-
based and image restoration-based. Image enhancement-
based methods focused on reducing the visual perception
of blocking artifacts and applied spatial or transform-domain
filtering to smooth the block boundary [2]. Image restoration-
based methods treated the blocking artifacts reduction as an
inverse restoration problem of the compressed image, e.g.,
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POCS-based [3] and TV-based method [4]. In recent years,
patch-based methods have been proved to be effective in im-
age restoration problems [5, 6]. The success of patch-based
methods mainly rely on the fact that natural visual signals
such as images and videos have a large amount of redundant
information about local image structures. These redundant
information can be well utilized as prior model to restrain the
ill-posed inverse restoration problems.

Comparing to image deblocking, video deblocking aims
at removing the blocking artifacts from all frames of a video
efficiently. Although the image deblocking techniques can
greatly reduce the blocking artifacts in each frame, the whole
processed video sequences commonly have low visual qual-
ity. The flickering effect between adjacent frames seriously
degrades the visual experience of the processed video, which
is mainly caused by the independent quantization of the sim-
ilar blocks on a motion trajectory. Therefore, it is reason-
able to reduce the flickering effect between adjacent frames
while suppressing the blocking artifacts within each frame to
achieve the best coherent visual quality.

In this paper, we propose a novel postprocessing method
to address both of the above two problems: video deflicker
and deblocking. The proposed method exploits two types
of redundant information in natural video sequences: mo-
tion coherence and self-similarities of local image structures.
Motion information is used to efficiently reduce the flick-
ering effect between adjacent frames, in the meanwhile the
self-similarities are utilized to greatly suppress the block-
ing artifacts. Specifically, the self-similarities are explored
in a spatio-temporal domain and the deblocking problem
of removing the blocking artifacts from a stack of grouped
patches is converted into a low rank matrix completion prob-
lem, which is solved by minimizing the nuclear norm of the
matrix with linear constraints.

The rest of this paper is organized as follows: Section
2 presents the proposed deflicker and deblocking algorithm
in details. Section 2.1 presents an adaptive multi-scale mo-
tion filtering to reduce the flickering effect between adjacent
frames. In Section 2.2, a deblocking algorithm utilizing the
self-similarities is presented in a low rank matrix completion
framework. Experimental results demonstrated in Section 3
show the superior performance of the proposed method. The
blocking artifacts are significantly reduced while the motion
coherence between adjacent frames is well maintained, which
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(a) Frame 12 (b) Frame 13

Fig. 1. Illustration of the mode configuration saltation of ad-
jacent frames in Video Akiyo. (a) Mode configuration of 12th

frame; (b) Mode configuration of 13th frame.

makes the overall outputs with better visual experience. Fi-
nally, Section 4 concludes this paper.

2. VIDEO DEFLICKER AND DEBLOCKING

For block-coded videos, two types of artifacts may be intro-
duced due to the independent transformation and quantiza-
tion of each block. Firstly, the similar blocks on the motion
trajectory between adjacent frames may be dissimilarly quan-
tized as different modes may be selected for each independent
block coding, as shown in the marked regions in Fig.1. It will
introduce the flickering artifacts into the decoded video and
severely degrade the visual experience of the overall decoded
video. Secondly, adjacent blocks in spatial positions within
the same frame will have obvious grid noise along the block
boundaries, which is referred to as blocking artifacts. In this
section, we propose a novel postprocessing method to address
both of the flicker and blocking artifacts in the decoded video.

2.1. Deflicker by adaptive multi-scale motion filtering

The flickering effect can be well reduced by filtering the
similar patches along the motion trajectory between adjacent
frames. However, finding the “true” motion trajectory is not
a trivial task because the pixel intensities of the underlying
similar blocks on the motion trajectory may be different,
which is caused by the independent quantization of blocks.
In the meanwhile, the motion filtering will smooth the un-
derlying object boundaries and textures structure, which will
reduce the visual quality of each processed frame. Therefore,
it needs some special treatment to deal with the flickering
artifacts while maintaining the visual quality.

In this paper, we adopt an adaptive multi-scale mo-
tion filtering techniques to address the above issues. Let
Bcurr×32 be a 32 × 32 block image of the current process-
ing frame. Let Bforw×32 and Bback×32 be the most similar
blocks to Bcurr×32 in the forward and backward adjacent
frames, respectively. We check the Sum of Absolute Dif-
ference (SAD) between these two blocks and Bcurr×32.
Let us take the forward block Bforw×32 as an example. If
SAD(Bforw×32, Bcurr×32) > Bthresh where Bthresh is a

predefined threshold that controls the degree of block sim-
ilarity, the large-scale 32 × 32 block is divided into four
small-scale 16× 16 blocks. Then, for each small-scale block,
we search its most similar block in the forward frames. The
founded 16 × 16 blocks in the adjacent frame are assembled
into a new 32 × 32 block, denoted as B′

forw×32. Similar
process is applied to the backward block matching.

The founded blocks B′
forw×32 and B′

back×32 contain the
redundant motion information of the current block Bcurr×32.
We can simply apply a motion filtering by

B′
curr×32 = γ1B

′
forw×32+ γ2B

′
back×32+ γ3Bcurr×32, (1)

where 0 ≤ γ1, γ2, γ3 ≤ 1 and γ1 + γ2 + γ3 = 1.
However, the direct motion filtering on the 32× 32 block

will smooth the underlying edge and texture structures and de-
grade the deblocking performance described in the following
subsection. Therefore, we adopt an adaptive filtering method
that classifies the overlapping small patches (8×8 patch size)
in the 32 × 32 large-scale block into two categories: smooth
patch and feature patch. Smooth patches with low variances
will be filtered by (1) while feature patches will not be pro-
cessed and leave them in the following deblocking procedure.

2.2. Deblocking by low-rank matrix completion

Following the deflicker step, we propose to deblocking each
frame of the filtered video by a low-rank matrix completion
method. The proposed method firstly construct a patch group
for each patch in the spatio-temporal domain. Then low-rank
matrix completion solved by minimizing the nuclear norm of
the matrix with linear constraints is performed on each patch
group to reduce the blocking artifacts. After deblocking, each
single patch in the group will be relocated to its correspond-
ing position in the video sequence to produce the overall de-
blocked video.

2.2.1. Spatio-temporal patch grouping

Considering an image patch yj,k of size
√
n ×

√
n cen-

tered at position j in frame Yk. We set this patch as a
reference patch and search m patches that are similar to
yj,k within the spatio-temporal volume of video Y . The
index of these patches are grouped into Gj,k, which is
Gj,k =

{
(s, t)|T ≥ ∥ys,t − yj,k∥2F

}
, where the parame-

ter T > 0 controls the minimum degree of similarity among
patches and ∥ · ∥2F denotes the Frobenius norm of matrix.
If we represent each patch yj,k as a vector yj,k ∈ Rn by
concatenating all columns of the patch, a n×m matrix YGj,k

can be defined by

YGj,k
=

(
yGj,k(1),yGj,k(2), · · · ,yGj,k(m)

)
. (2)

2.2.2. Low-rank matrix completion on patch groups

We consider the deblocking problem as a low-rank matrix
completion problem from the noisy and incomplete observa-
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tion YGj,k
. For the sake of compact description, we omit the

subscript {j, k}. The set of missing elements of YG have two
subsets: one is the pixel collection along the block boundaries
caused by the block-based video coding. The other one is the
pixel set in which the pixel intensity differs from the mean of
the corresponding row vector by an amount larger than a pre-
defined threshold. The set of all the remained pixels of YG is
denoted as Ω.

The low-rank completion problem can be solved by the
following optimization

min
XG

rank (XG), s.t. ∥PΩ(XG − YG)∥2F < m · ϵ̂2, (3)

where ϵ̂ is the estimated standard deviation of noise,
which is obtained by calculating quantization noise variance,
and PΩ is the projection operator of Ω that extracts only the
elements in Ω and sets other elements equal to zero.

However, the low-rank optimization problem in (3) is a
NP-hard minimization problem. Therefore, it is relaxed to a
convex optimization problem instead [7]:

min
XG

∥XG∥∗ + λ∥PΩ(XG − YG)∥2F , (4)

where ∥XG∥∗ represents the nuclear norm of matrix XG and
is defined as ∥XG∥∗ :=

∑
i σi(XG) in which σi(XG) de-

notes the ith largest singular value of XG.
There are many numerical optimization algorithms that

can be utilized to solve the convex optimization problem in
(4). In this paper, we choose the Singular Value Thresholding
(SVT) algorithm in [8] mainly because of its simplicity and
ease of implementation.

After each patch group is jointly deblocked, each single
patch in the group will be relocated to its corresponding po-
sition in the video sequence, and the final deblocked video
can be obtained by overlapping the patches and averaging the
pixel values in the overlapped region.

3. EXPERIMENTAL RESULTS

To evaluate the performance of the proposed method on
video deflicker and deblocking, we conduct experiments on
four typical test videos compressed at three different QPs by
the H.264 encoder. These four test videos includes Akiyo,
City, Foreman and Stefan. Three quantization steps, QP =
32, 37, 42, are selected to produce different levels of blocking
artifacts in the compressed videos, and the corresponding
quantization steps are Qstep = 26, 44, 80, respectively. For
estimating the compression noise variance ϵ̂2 from the input
videos for the deblocking algorithm in (3), we choose the em-
pirical formula in [9]: ϵ̂2 = 0.69 · (Qstep)1.3. Therefore, for
the above three QPs, the estimated noise standard deviations
are ϵ̂ = 6.9, 9.7 and 14.3, respectively.

In the deblocking algorithm, we set the patch size to be 6×
6, and overlap the patches with 5 pixels along each direction.
For each reference patch, 40 similar patches are grouped to
construct the data matrix in (2).

Table 1 shows the mean PSNR results of the four test
videos for 20 video frames. We compare the proposed post-
processing method to the standard deblocking filter in [2].
The results of only applying the low-rank matrix completion
deblocking algorithm is denoted as DB, and the results of the
final proposed method combining the deflicker and deblock-
ing algorithm is denoted as DF+DB. In Fig.2, we plot the
PSNR curves of different methods for 20 frames in details.
For objective quality assessment in terms of PSNR, the pro-
posed DF+DB algorithm is superior to both the H.264 filter
[2] and the deblocking algorithm only (DB).

Table 1. Summary of average PSNR values (dB) of different
methods on three quantization parameters (QP).

Video QP Decoded [2] DB DF+DB

Akiyo
32 38.59 39.03 39.97 40.12
37 35.53 36.10 36.80 37.07
42 32.28 32.84 33.26 33.54

City
32 34.09 34.13 34.91 34.90
37 30.83 30.89 31.49 31.55
42 27.83 27.95 28.30 28.38

Foreman
32 36.14 36.37 37.30 37.22
37 33.29 33.64 34.54 34.57
42 30.24 30.69 31.30 31.39

Stefan
32 34.81 34.94 36.13 36.12
37 31.07 31.20 32.26 32.30
42 27.30 27.41 28.17 28.22

To further demonstrate the deflicker performance of the
proposed method, Fig. 3 shows five frames of the processed
video results on Akiyo video with QP = 37. Although the
H.264 filter and the deblocking only algorithm can greatly
reduce the blocking artifacts, both of them ignore the mo-
tion coherence between adjacent frames. Please notice the
flickering effect on the Akiyo’s face especially on the nose
region. In contrast, the proposed DF+DB algorithm can sig-
nificantly mitigate both the flickering and blocking artifacts in
the decoded video. More results are presented in our website:
http://www.icst.pku.edu.cn/course/icb/Video-DFDB.html.

4. CONCLUSION

This paper aims to reduce both the flickering effect and block-
ing artifacts in the block-coded videos. Two types of redun-
dant information including the motion coherence and self-
similarities are utilized. An adaptive multi-scale motion filter-
ing is presented to alleviate the flickering effect between ad-
jacent frames while maintaining the underlying object struc-
tures. For deblocking, a low rank matrix completion based al-
gorithm is proposed to fully explore the self-similarity prop-
erty in the spatio-temporal domain of video. Experimental
results demonstrate that the proposed approach can signifi-
cantly reduce the blocking artifacts while maintaining prefer-
able motion coherence between adjacent frames.
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Fig. 2. PSNR performance curves of video Akiyo and City (20 frames, QP = 37). (a) Akiyo; (b) City.

Fig. 3. Post-processing results of Akiyo video sequence (Frame No.1-5, QP = 37). From top to bottom: original frames, decoded
frames, deblocked frames by the H.264 filter [2], deblocked frames by low-rank matrix completion deblocking method only
and the deblocked frames by the proposed deflicker and deblocking method (DF+DB).
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