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ABSTRACT

This paper presents a novel algorithm for fast and robust video
copy detection. The idea is to use local features to estimate
the copy transformation parameters first and then use the esti-
mated parameters to guide the global-feature-based matching
at a later stage. It is based on the fact that the copy transfor-
mations generally remain unchanged in a continuous video
clip even in the whole video. Local-feature-based matching
can find the candidates which are difficult to be detected only
using global features. Furthermore, the matched local fea-
ture points can provide enough information to estimate the
copy transformations. After the copy transformations are es-
timated, the subsequent detection can be accelerated by do-
ing global-feature-based matching. The experimental results
show that the proposed algorithm can get the same good ro-
bustness as the local-feature-based method but the faster de-
tection speed.

Index Terms— Content-based copy detection, local fea-
ture, global feature, approximate nearest neighbour search

1. INTRODUCTION

Content-based video copy detection (CBCD) plays an impor-
tant role in many practical applications, such as digital copy-
right protection, video tracking, large-scale video databases,
and so on. The goal of video copy detection is to identify the
original and modified copies of a video from a large amount
of videos. To date, many algorithms have been developed.

Because of the success of local features in the area of im-
age retrieval, they have also been adopted to many CBCD
systems[1][2][3]. Local features are inherently resistant to
the transformations caused by some post-production opera-
tions, for example cropping, since a part of original content
always remains in the copy. However, local feature extracting
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Fig. 1. The difference between the state of the art and the
proposed algorithm

and matching are all very compute expensive[4].Compared
with local features, global features are more compact and
efficient. There have been many CBCD systems based on
global features[5][6]. Global features are normally based on
the statistics of the entire frame or the whole clip. There-
fore, global-feature-based approaches are sensitive to geomet-
ric transformations[4].

Some approaches which integrate local and global fea-
tures are brought forward [7][8][9][10].The detection results
based on global and local features are integrated in a post-
processing stage to make the results reliable and accurate.
The process is shown in the top of Figure 1. Although these
approaches can get a better detection result, the compute com-
plexity of their algorithms becomes more higher.

In this paper, we provide a novel integration algorithm to
do a robust and fast CBCD. It is every different from the exist-
ing integration algorithms. The proposed algorithm use local
features to estimate the copy transformation parameters first
and then use the estimated parameters to guide the global-
feature-based matching at a later stage. The process is shown
in the bottom of Figure 1. It is based on the fact that the copy
transformations generally remain unchanged in a continuous
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video clip even in the whole query video. Local-feature-based
matching can find the candidates which are difficult to be de-
tected only using global features. Furthermore, the matched
local feature points can provide enough information to esti-
mate the copy transformations. After the copy transforma-
tions are confirmed, the subsequent detection can be acceler-
ated by doing global-feature-based matching. Therefore, the
proposed algorithm can get the same good robustness as the
local-feature-based method but the faster detection speed.

2. OVERVIEW OF THE PROPOSED ALGORITHM

Figure 2 shows the processing procedure of the proposed al-
gorithm. We use SIFT feature[11] to do the local-feature-
based detection. Product Quantization provided in [12] is
used to index the SIFT features. The similar frames are identi-
fied by voting the matched local feature points and validating
the spacial relationship. The matched frames are further fil-
tered by sequential relationship in the video. These processes
are common. The main differences are detailed in Section 3
and 4.
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Fig. 2. The proposed CBCD algorithm

3. COPY TRANSFORMATION PARAMETERS
ESTIMATION

Firstly, we employ RANSAC algorithm to estimate the affine
transformation that maps the points in the query frame to
those in its matched reference frame. The affine transforma-
tion can model the geometric changes introduced by the trans-
formations such as picture in picture, shift, zoom, ratio, etc.
It has been exploited to remove the mismatched local feature
points in many reported CBCD systems.

For a local feature point at pixel (xq, yq) in the query
frame, it is mapped to the pixel (xr, yr) in the reference frame
by the following formula:
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There are six affine transformation parameters to be deter-
mined in the formula (1). Therefore, three pairs of matched
points are required. These points must not be on the same
line. The parameters estimated by randomly selected three
pairs of matched points are not reliable. The algorithm using
RANSAC to precisely estimate the parameters is detailed in
Algorithm 1.

Algorithm 1 The Affine Transformation Parameters Estimat-
ing Algorithm Based on RANSAC
Require:

The set of the matched local feature point pairs;
Ensure:

Six affine transformation parameters a, b, c, d, tx, ty;
1: Calculate the orientation difference of every pair of

matched points. Generate a 36-dimensional histogram of
the orientation difference;

2: Find the peak bin of the histogram. The point pairs in the
peak bin and its left and right two neighbour bins are used
in the next step. The other point pairs are filtered out.

3: Randomly select 3 pairs of matched local feature points;
4: Calculate the affine transformation parameters using for-

mula (1) and record them. Transform all points in the
query frame using the calculated parameters;

5: Calculate the distance from the transformed coordinate of
point in the query frame to the coordinate of its matched
point in the reference frame. If the distance is lower than
the threshold, this point is inlier point. Count the number
of the inlier points in the query frame. The counted num-
ber is recorded as a score. Update the best score and the
recorded parameters;

6: Randomly select 3 pairs of matched local feature points
from the inlier points set. Do the same process as 4 to 5;

7: Repeat 3 to 6 to get stable parameters;
8: return The estimated parameters which are correspond-

ing to the best score;

Figure 3 presents the result of Algorithm 1 in the case
of Picture in Picture. The proposed algorithm can precisely
estimate the transformation parameters.

After the affine transformation parameters are estimated
precisely, we can align the query frame with the reference
frame in space and scale by doing the estimated transforma-
tion on the query frame. Through comparing the transformed
query frame with the original reference frame, we can capture
the local difference introduced by some copy transformations
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between them. We partition the frame as presented in Fig-
ure 4(b). The whole frame is partitioned to 25 blocks. Every
block is assigned an order number. We calculate the similar-
ity, si, between the block in the query frame and its corre-
sponding block in the reference frame using gray histogram
intersection. There are 25 similarity values to be calculated.
Suppose the average is u. The blocks with the obvious low
similarity must contain some distortions. We construct a 25-
dimensional integer vector, W , to represent which block is
unchanged and which block has local distortion. The first di-
mension is corresponding to the first block, and so on. Every
dimension is set to 0 or 1 according to the similarity between
the corresponding blocks. If the similarity is less than the av-
erage, the corresponding dimension is set to 0, and vice versa.
The definition is shown in formula (2). Figure4 (c) and (d)
show an example.

W =< w1, w2, wi, ..., w25 >,wi =

{

1, ifsi >= u

0, ifsi < u
(2)

Finally, we get six affine transformation parameters and a 25-
dimensional vector. They can model all kinds of copy trans-
formations to which the global features have no invariability.

The Number of the Matched Point Pairs :           331

After Filtered by the Orientation Difference:     124

After Verification using RANSAC:                            68

a= 2.04185   b =0.01020   c=-0.01044   d= 2.23456

tx=-396.11887   ty=-349.70834
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Fig. 3. Algorithm 1 can precisely estimate the affine transfor-
mation parameters. The query video and the reference video
are all from the TRECVID 2009 dataset.

4. GLOBAL FEATURE EXTRACTING AND
MATCHING

To extract the global features used in our work, the frames are
first partitioned into 25 blocks as Figure 4(b) shows. Sec-
ondly, an OM feature[5] is extracted from 1-9 blocks. The
OM feature can be represented by a 32-bits integer. Third-
ly, the average and the variance of gray are calculated for
each left block. We concatenate all these features into a 33-
dimensional feature vector according to the ordinal number
of the blocks. The definition of the proposed global feature is
shown in Figure 5.

For the reference frames, the global features are directly
extracted from the original frame. For the query frames,the
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Fig. 4. (a)The query frame in TRECVID 2009 dataset.
(b)Partition the frame. (c)The transformed query frame using
the estimated parameters. (d)The matched reference frame.
By comparing the corresponding blocks in (c) and (d), we
get a 25-dimensional vector to represent which block is un-
changed and which block has local distortion.

global features are extracted from the transformed query
frames. The extracted global features can be matched adap-
tively to tolerate all kinds of local changes. We use the OM
feature of the first nine blocks to construct the inverse index.
When the global feature is extracted from a query frame, we
use its first dimension to query in the inverse index. As a re-
sult, the reference frames which have the same OM feature as
the query frame can be returned. Next, the left 32 dimensions
are used to refine the results. The final similarity is calculated
as follows:

Simrefine(p, q) =

√

√

√

√

33
∑

i=2

((pi − qi) · w⌊i/2⌋+9)2 (3)

W, defined in (2), is used to do a transformation-adaptive
matching. Using formula (3) to calculate the similarity, the
blocks which contain the distortions are excluded. Therefore,
the matching result is robust to the distortions.
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Fig. 5. The proposed global feature.

5. EXPERIMENTS

We evaluate our CBCD algorithm using the TRECVID 2009
dataset [13] which includes seven kinds of copy transforma-
tions. TRECVID defines three key performance measures.
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They are normalized detection cost rate (NDCR), copy loca-
tion accuracy, and copy detection processing time.

NDCR is defined by a weighted mean of the two errors:
false negatives and false positives. In this paper, we show
the results only for the NOFA profile because NDCR values
become almost the same for BALANCED and NOFA profiles
on the TRECVID 2009 settings.

Copy location accuracy is measured by the F1 score,
which is the harmonic mean of the precision and recall of the
detected copy location relative to the true video segment. It is
calculated only for the correctly detected copies.

Copy detection processing time is the mean processing
time per query. It includes all processing time from reading
in the query video to the output of results.

The experiments are performed on a workstation with
24G memory, 2.13GHz Intel CPU and 64-bit Operating Sys-
tem. The top-500 similar local features are used to identify
similar frames. The top-50 matched frames are used to i-
dentify the copy video clip. For global-feature matching, the
similarity threshold is set to 10.

5.1. Experiment results

Figure 6 shows the copy detection performance of the pro-
posed algorithm. As the comparison, we also present the
performance of the individual global-feature-based(using our
global feature) and local-feature-based (using SIFT feature)
methods, as well as the best TRECVID2009 submission[13].
The proposed algorithm has the same good performance as
the local-feature-based method. It gets a comparable perfor-
mance to the best TRECVID2009 submission. The individual
global-feature-based method has the worst performance. This
is because the global feature is not robust to the transforma-
tions such as PIP, pattern insertion and post-product.

Furthermore, in Figure 7, the proposed algorithm gets a
query processing time which is obviously faster than the indi-
vidual local-feature-based method. Because we use the origi-
nal SIFT feature, the processing time is only the median of the
TRECVID2009 submissions which is about 80 seconds. If we
use some faster local feature extracting algorithm, the pro-
cessing time can be further shortened. In the TRECVID2009
dataset, there are third query videos whose whole content is
copy . The proposed algorithm gets a very fast processing
speed for these query videos. The query processing time is
very close to the global-feature-based algorithm. This is be-
cause our algorithm does local-feature-based detection only
on the several start frames. The left part of the query video is
all detected using our global feature.

Figure 8 shows the localization performance of the pro-
posed algorithm. The proposed algorithm gets a better result
than the individual local-feature-based method and global-
feature-based method.

Synthesizing the experiment results shown in Figure 6 to
8, we can conclude that the proposed algorithm has the same

good copy detection performance as the local-feature-based
method and the significantly faster detection speed than the
local-feature-based method. In some cases, the proposed al-
gorithm can get a very similar efficiency as the global-feature-
based method.
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6. CONCLUSIONS

Based on the fact that the copy transformations generally re-
main unchanged in a continuous video clip even in the w-
hole video, this paper presents a novel algorithm which com-
bines the local-feature-based and global-feature-based detec-
tion methods. The proposed algorithm uses local features to
estimate the copy transformation parameters at the beginning
and then use these parameters to do a transformation-adaptive
global-feature-based matching at a later stage. The experi-
mental results show that the proposed algorithm can get the
same robustness as the local-feature-based method but the
faster detection speed.
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