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ABSTRACT

Automatic genre classification of TV programs can benefit users in
various ways such as allowing for rapid selection of multimedia con-
tent. In this paper, we introduce an on-line method that can classify
genres of TV programs using audio content. We deploy an acoustic
topic model (ATM) which was originally designed to capture con-
textual information embedded within audio segments. With a dataset
based on RAI content, we perform both on-line and oft-line classi-
fication; we segment audio signals with a fixed length and feed into
the system for on-line classification tasks, while we use whole audio
signals for off-line tasks. The off-line experimental results suggest
that the proposed method using audio content yields competitive per-
formance with conventional methods using audio-visual features and
outperforms conventional audio-based approaches. The on-line re-
sults show promising results in classifying genre of TV programs
with short segments and also suggest that ATM performs better than
conventional GMM method if the length of audio segments is longer
(>1 second).

1. INTRODUCTION

Television is one of the most used electronic devices in our daily
life. Beyond simple transmission of multimedia content from broad-
cast service providers to end users, recent advances in technologies
related to content analysis enable TV to assume various functionali-
ties, such as summarization and scene browsing [1, 2].

Along this line, there is a growing body of interest in classify-
ing the genres of TV programs and videos to benefit users in various
ways [3]. While videos available on the internet often have cor-
responding textual information (e.g., titles or tags), TV programs
have, if any, limited textual information. Therefore, studies on TV
programs mainly use signal-based features extracted from video and
audio signals followed by supervised classifiers that can learn the
patterns of the features. In particular, Montagnuolo et al. [4, 5] and
Ekenel et al. [6] have shown promising results using various audio-
visual features and machine learning techniques. In their experi-
ments, they used the RAI dataset (an Italian TV broadcast database)
that Montagnuolo et al. collected and distributed [4]; we will employ
the same dataset in our work. Through the use of the same dataset,
the above studies and our current study provide a single benchmark
to the research community.

The contributions of this work are two-fold. First, we investigate
audio content toward enabling genre classification. The rationale
behind this is that audio content in a TV program includes abun-
dant information about the genre of the corresponding TV program
but there still remain open challenges in dealing with audio signals
(potentially contributing to overall performance improvement when
combined with visual features). The challenges are often related to
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ambiguities in a heterogeneous mixture. Generic audio signals, espe-
cially ones in TV programs, are generally heterogenous mixtures of
several sound sources and this heterogeneity leads to the importance
of exploiting context in the interpretation of sounds; perceptively
similar acoustic content may lead to different semantic interpreta-
tion depending on the evidence provided by the co-occurring acous-
tic sources. The topic of computing context-dependencies in generic
audio signals has been well studied. The closest work may be found
in [7] where Lee et al. have used probabilistic latent semantic analy-
sis (pLSA) [8] in consumer video classification tasks with a set of se-
mantic concepts. Only with audio information from video clips, they
decomposed the GMM histograms of feature vectors using pLSA
to remove redundant structure and demonstrated promising perfor-
mance in classifying video clips. We have further developed the idea
and proposed acoustic topic models (ATM) using latent Dirichlet al-
location (LDA) [9, 10, 11] and supervised LDA [12, 13, 14], and
showed promising results in classifying generic audio signals with
respect to semantic labels and onomatopoeic labels.

Secondly, we attempt on-line genre classification tasks which
do not require any prior segmentation information. Note that clas-
sification tasks using already-segmented clips (off-line) implicitly
assume that the system somehow knows when to make a decision,
i.e., the starting and ending points, which is not trivial in practice.
Furthermore, in some applications that require real-time processing
of TV programs (e.g., real-time picture mode selection or real-time
audio configuration adjustment), low-latency strategies are required.
Therefore, here we examine the classification task in an on-line
scenario, to detect genre information using fixed length segments,
which are much shorter than the original clip (in particular, we at-
tempt various lengths of segments from 0.5 seconds to 6 seconds).

In this work, we study how context modeling through ATM can
enable genre classification for different audio segment length, either
on-line or off-line. The tasks are evaluated with the same database,
under similar conditions as [4] so that the results can be easily com-
pared with other benchmarks.

2. ACOUSTIC TOPIC MODEL

Let V' be the number of acoustic words (basic units of represen-
tation, which will be defined later in this section) in a dictionary
and w be a V-dimensional vector whose elements are zero ex-
cept for the corresponding acoustic word index. Assume that an
audio clip consists of N words and can be represented as d =
{wi,wz, -+ ,w;, -+ ,wn} where wy is the i-th word in the doc-
ument. Let the dataset consist of M documents and be represented
as S = {d1,d2, - ,dm}. Suppose there are k latent acoustic top-
ics and each word w; is generated by its corresponding topic. The
generative process can be illustrated as in Fig. 1 and described as
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Fig. 1. Graphical representation of the topic model using LDA.

follows (see [10, 11] for more details);

1. For each document d in data set S

(a) Choose the topic distribution 6 ~ Dir(«),
where Dir(-) and « represent a Dirichlet distribution
and its Dirichlet coefficient, respectively.

2. For each word w; in document d,

(a) Choose a topic t; ~ Multi(9),
where t; is the topic that corresponds with the word w;
and Multi(-) represents a multinomial distribution.

(b) Choose a word w; with a probability p(w;|ts, 8),
where 3 denotes a k X V' matrix whose elements rep-
resent the probability of a word with a given topic, i.e.,
Brm = p(wi; = mlt; = n).

To define acoustic words, one may come up with various
methodologies to transform an audio signal to a sequence of word-
like units that represent specific characteristics of the audio signal.
In this paper, for simplicity, we use conventional vector quantiza-
tion (VQ) to derive the acoustic words from the feature vectors
(mel frequency cepstral coefficients, MFCC) which provide spec-
tral parametrization of the audio signal considering human auditory
properties and have been widely used in many sound related appli-
cations, such as speech recognition and audio classification [15].
We use 20 ms hamming windows with 50% overlap to extract 12-
dimensional feature vectors. With a given set of MFCCs, we derive
a dictionary of acoustic words using the Linde-Buzo-Gray Vector
Quantization (LBG-VQ) algorithm [16]. The rationale is to clus-
ter audio segments which have similar acoustic characteristics and
to represent them as discrete indexed numbers. Once the dictionary
is built, the extracted acoustic feature vectors from sound clips can
be mapped to acoustic words by choosing the closest word in the
dictionary. We set the number of words in the dictionary, i.e., vocab-
ulary size V, empirically (in this work, 2048).

To deploy the proposed acoustic topic model (ATM) in the
framework of TV genre classification, we adopt a two-step learn-
ing strategy: an unsupervised acoustic topic modeling step and a
supervised classifier step. The unsupervised modeling step can be
also considered as a feature extraction step in the sense that its out-
put can be fed into a supervised classifier subsequently. Specifically,
we use the posterior Dirichlet parameter which represents the proba-
bility distribution over latent acoustic topics as the feature vector of
the corresponding audio clip assuming that audio content under the
same genre would have similar latent acoustic topic distributions.
For the supervised classifier step, we utilize a Support Vector Ma-
chine (SVM) with Bhattacharyya kernel [17] as the machine learning
algorithm. Since the SVM was originally designed for binary clas-
sification tasks, we use a one-against-one structure for a multi-class
classifier.

As a comparison baseline, we use a conventional GMM method;
it models the distribution of feature vectors with a given set of Gaus-
sian distributions with respect to their corresponding classes. It has
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a somewhat similar concept with ATM in the sense that it models the
distribution of feature vectors using a number of latent components,
i.e., Gaussians distributions. Therefore, for fair comparisons with
ATM, we set the number of Gaussian mixtures same with the num-
ber of latent acoustic topics (in this work, 64). Note that the feature
vectors can be directly used without the quantization process in the
GMM.

3. EXPERIMENTS

3.1. Database

We use the RAI dataset [4] which is one of the largest available
datasets for TV genre classification tasks and has been used as a
benchmark dataset [4, 5, 6]. It contains various TV programs broad-
casted in Italian TV channels, namely RAI-1, RAI-2 and RAI-3. The
TV programs can be categorized into seven different genres, i.e., car-
toons, commercials, football, music, news, talk shows, and weather
forecasts. Each TV program includes a stereo audio signal (2 chan-
nels) whose sampling rate is 16 kHz. We mix down the two channels
into one channel before further processing. Table 1 shows the statis-
tics of the RAI dataset; see [4] for more details.

For consistency with other benchmarking works, we perform a
6-fold cross-validation; we partition the database into six exclusive
subsets randomly in a way that the numbers of clips for individual
classes are as equivalent as possible. In each fold, we retain one
subset for testing while using the rest of the five subsets for training.
All training procedures for the corresponding fold, such as building
an acoustic dictionary, modeling acoustic topics, and training SVM
classifiers, are done using the training subsets.

Table 1. Number of TV programs and their total length of different
genres included in the RAI dataset.

G Number Total length
enre L
of programs (in minutes)
Cartoon (CT) 27 433
Commercial (CM) 58 184
Football (FB) 22 1061
Music show (MU) 7 36
News (NE) 49 1039
Talk show (TS) 39 1299
‘Weather Forecast (WF) 60 112
Total [ 262 [ 4167

3.2. Experimental Setup

We perform experiments under two different scenarios: on-line and
off-line. The off-line system takes advantage of the boundary infor-
mation of the TV programs, while the on-line the system does not
have prior knowledge about boundaries so those need to be detected.
In this work, for simplicity, we design the system to yield classifica-
tion results within fixed length of segments to simulate the on-line
scenario.

Note that we use the same models in both on-line and off-line
scenarios as shown in Fig. 2. At the training phase, boundaries are
always assumed known, but at test phase there are two different test
conditions: off-line assuming known boundaries and on-line assum-
ing just streaming program data in which case the boundaries are
not known and classification is done on a segment by segment basis.
The segment length varies from 0.5 to 6 seconds with an increment
of 0.5 seconds.
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Fig. 2. Diagram of the experimental setup.
To evaluate the performance, we use both accuracy and F-
measure. While accuracy provides a general idea of the perfor-

mance (weighted mean of per-class recall values), F-measure con-
siders both precision and recall and can be written as a harmonic
mean of those two, i.e.,

9 precision - recall

F= —
precision + recall
where
. number of correctly classified trials in class C
precision = - —
total number of test trials classified as class C
number of correctly classified trials in class C
recall =

total number of test trials from class C

4. RESULTS AND DISCUSSIONS

We start by providing results for the off-line task. Table 2 shows
the results of the off-line task in terms of accuracy compared with
other benchmarks. Since most of previous work has focused on
multimodal approaches which consider both audio and visual con-
tent, it is difficult to get results using only audio information, es-
pecially in [4] and [5]. However, as shown in the table, deploy-
ing only audio content with either GMM or ATM can yield perfor-
mances competitive with other audio-visual based approaches, espe-
cially with [4] and [5], and outperforms the audio-only GMM-based
approach of [6].

Fig. 3 depicts the per-class F-measure of the off-line tasks. It is
notable that the F-measure of music show using ATM is much lower
than the one using GMM. It maybe due to unbalanced data distri-
bution of the database; as shown in Table 1, there are only 7 clips
for music show which indicates that each fold in the cross-validation
framework contains one or two instances. This may play an adverse
role against ATM rather than GMM since ATM generates only one

Table 2. Off-line results in terms of accuracy compared with bench-
marks.
Accuracy (%) [ 4] [ [3]1 [ [6] | GMM | ATM
Audio only 86.6 | 93.6 94.3
Audio-Visual 99.6 - -

92.0 | 94.9

segment-level feature vector for each segment, while GMM utilizes
a considerable amount of frame-level feature vectors.

To provide further investigation, we show confusion matrices in
Table 3. Table 3(a) and 3(b) represent the confusion matrices of
oft-line tasks using using GMM and ATM, respectively. The rows
represent the ground-truth classes while the columns represent the
predicted classes. The rows are normalized such that the sum in each
row equals 1; the diagonal terms, therefore, are per-class recall val-
ues. Itis clear from the tables that detecting cartoon, commercial and
football from others is perfect, as far as this database is concerned.
One can also observe that there exist non-trivial confusions between
news, talk show and weather forecast. What is notable is the very
low recall value of music show with ATM (more than half of mu-
sic show instances are misclassified into commercial) and relatively
low recall value of talk show for GMM (it is often misclassified as
news). These types of mis-classification (music as commercial or
talk show as news) may be allowable in some applications since they
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Fig. 3. Per-class F-measure for off-line tasks.

Table 3. Confusion matrix of off-line tasks using (a) GMM and (b)
ATM methods. The rows represent the ground-truth classes while
the columns represent the predicted classes. The rows are normal-
ized such that the sum in each row is 1, thus the diagonal terms are
per-class recall values. Blank elements represent zeros.

(a) GMM

[ CT [CM [ FB [ MU | NE | TS | WF
CT ][ _1.00
CM 1.00
FB .00
MU [[ 0.29 0.71
NE 094 | 0.06
TS 021 | 0.73 | 0.05
WF_|| 001 | 001 0.01 093

(b) ATM

[[CT [CM [ FB | MU | NE | TS | WF
CT ][ 100
CM 1.00
FB 1,00
MU || 0.14 | 0.57 0.14 | 0.14
NE 092 | 006 | 0.02
TS 0.05 | 095 | 0.05
WF 0.02 0.03 095
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Fig. 4. Classification accuracy for short segments according to the
length of segments.

share common properties.

Now we report the performance of on-line genre classification
tasks. It is worth reminding that the models are the same as the off-
line scenario since we assume that the training data is available even
in the on-line scenario. Fig. 4 illustrates the performance of tasks
using ATM and GMM in terms of accuracy according to the length
of segments. As shown in the figure, the performance increases with
rising segment lengths in both the ATM and GMM case. We can
observe, however, that GMM outperforms ATM if the length of seg-
ments is shorter or equal to 1 second, although performance drops
significantly with such frame lengths. This is reasonable since ATM
tries to model context, while GMM models content-based distribu-
tion of feature vectors, hence it degrades if the data length is so short
that it does not represent the modeled context.

Per-class F-measure of the on-line tasks is also provided in
Fig. 5: (a) for 1-second-long segments and (b) for 6-second-long
segments. One can easily observe that the performance considering
music show using ATM is significantly lower than other classes. This
is expected based on the observations above, which were made using
the same trained models but different test conditions. It is also inter-
esting to observe that the segments from football are rarely misclas-
sified even with very short segments. It might be due to its unique
background noise conditions, i.e., a noise from a crowd, which is
hardly found in other classes hence allowing classification even with
minimal context.

5. CONCLUSION AND FUTURE WORK

In this work, we investigated on-line genre classification of TV pro-
grams using audio content. Particularly, we deployed an acous-
tic topic model (ATM) to capture contextual information embed-
ded within audio segments for this purpose. We investigated both
off-line (when the entire audio clip is assumed to be available for
classification) and on-line scenarios (where data is assumed to be
streaming and classification is done on a short term basis) using a
110 hours Italian TV broadcast database (262 programs). The off-
line experimental results suggest that the proposed method using
just audio content yields competitive performance (94.3% accuracy)
with other benchmarks using audio-visual features (92.0% in [4] and
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Fig. 5. Per-class F-measure for short segments: (a) 1 second and (b)
6 seconds.

94.9% in [5] ) and outperforms conventional audio-based approaches
(86.6% in [6]). The results in on-line tasks showed promising results
in classifying genres of TV programs with short segments (73% ac-
curacy for 1 second-long segments) and also suggested that ATM
performs better than conventional GMM when the length of audio
segments is longer.

By investigating the confusion matrices and per-class F-
measure, we found that detecting music show from others is very
challenging. In the future, therefore, we will study on methodologies
that can detect music show from others successfully, e.g., structure-
and harmony- related features. Extra data collection of music shows
might be needed for appropriate analysis. We will also study on au-
tomatic segmentation methods so that we can automatically detect
when to yield the classification results, as done in [18].
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