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ABSTRACT

This paper proposes a novel audio segmentation-by-classification
system based on Factor Analysis (FA) with a channel compensation
matrix for each class and scoring the fixed-length segments as the
log-likelihood ratio between class/no-class. The scores are smoothed
and the most probable sequence is computed with a Viterbi algo-
rithm. The system described here is designed to segment and clas-
sify the audio files coming from broadcast programs into five differ-
ent classes: speech (SP), speech with noise (SN), speech with music
(SM), music (MU) or others (OT). This task was proposed in the
Albayzin 2010 evaluation campaign. The system is compared with
the winning system of the evaluation achieving lower error rate in
SP and SN. These classes represent 3/4 of the total amount of the
data. Therefore, the FA segmentation system gets a reduction in the
average segmentation error rate.

Index Terms— Audio Segmentation, Factor Analysis, Channel
Compensation, Broadcast News (BN), Albayzin-2010 Evaluation

1. INTRODUCTION

Due to the increase in audio or audiovisual content, it becomes nec-
essary to use automatic tools for different tasks such as analysis,
indexation, search and retrieval. Given an audio document, the first
step is audio segmentation producing a delineation of a continuous
audio stream into acoustically homogeneous regions. When the au-
dio segmentation is followed by a classification system the result is
a system that is able to divide an audio file into different predefined
classes chosen for a specific task.

Broadcast news (BN) domain is one of the most popular mul-
timedia repositories because it has rich audio types and several ap-
proaches have been proposed in this scenario. For example, in the
task of automatic transcriptions of BN [1] the data contain clean
speech, telephone speech, music segments and speech overlapped
with music and noise so the segmentation generates a boundary
for every speaker change and environment/channel condition change
with no explicit cues. In [2] segmentation is based on five different
classes: silence, music, background sound, pure speech, and non-
pure speech. The solution is based on SVM combination. In [3] the
audio stream from BN domain is segmented into 5 different types
including speech, commercials, environmental sound, physical vio-
lence and silence. [4] presents a review of different solutions and
the acoustic features used in each one of them and also a new al-
gorithm for computing various time-domain and frequency-domain
features, for speech and music signals separately, and estimating the
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optimal speech/music thresholds. In [5], a system of three compo-
nents (segmentation, clustering and classification) is used to recog-
nize an entire half an hour show with no prior knowledge of acoustic
conditions and speakers.

The different segmentation approaches in BN differ in either the
feature extraction methods or the classifier. The features can be dis-
tinguished in frame-based and segment-based features. The frame-
based features usually describe the signal within a short time period
(10-30 ms), where the process is considered stationary. MFCCs or
PLPs are commonly used as frame-based features like in [6] where
these features are classified with an autoassociative neural network.
In [7] the authors propose two pitch-density-based features and rel-
ative tonal power density to classify on BN. For segment-based fea-
ture extraction, a longer segment is taken into consideration. The
length of the segment may be fixed (usually between 0.5 and 5 sec-
onds) or variable. In [8] a content based speech discrimination algo-
rithm is designed to exploit long-term information inherent in mod-
ulation spectrum.

Audio segmentation systems perform the segmentation in two
different ways. The first one is based on detecting the boundaries
and then classifying each delimited segment. We refer to them as
segmentation-and-classification approaches. For example, in [9],
an approach using a temporally weighted fuzzy C-means algorithm
has been proposed. The second segmentation way is known as
segmentation-by-classification and it consists of classifying consec-
utive fixed-length audio segments. The segmentation is produced
directly by the classifier as a sequence of labels. This sequence is
usually smoothed to improve the segmentation. An example of this
procedure can be seen in [10] where the author combines different
features with a GMM and a maximum entropy classifiers. The final
sequence-level were smoothed with a HMM.

An audio segmentation task was proposed [11] in the context of
the Albayzin-2010 evaluation campaign. Almost all the participants
of the evaluation used hierarchical systems, including the winning
system [12] based on a hierarchical architecture that used different
sets of features for every level. For this evaluation database, in [13]
we proposed a system that uses a 2-level hierarchical architecture
where the second level is based on FA minimizing the segmentation
error over this database.

In this paper, we proposes a whole FA segmentation system
where the within-class variability is compensated with a different
channel matrix for each class. The remainder of the paper is orga-
nized as follows: database and metric of Albayzin 2010 evaluation
is presented in section 2. Section 3 shows the factor analysis theo-
retical approach based on FA. Segmentation results are presented in
section 4. Finally, the conclusions are presented in section 5.
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2. ALBAYZIN 2010 AUDIO SEGMENTATION
EVALUATION

The Albayzin evaluation campaign is an internationally open set of
evaluations organized by the Spanish Network of Speech Technolo-
gies (RTTH) every 2 years. Nowadays, the quantitative comparison
and evaluation of competing approaches is very important in nearly
every research and engineering problem. The evaluation campaigns
that independently compare systems from different research groups
help us to determine which directions are promising and which are
not. A completed description of the Albayzin 2010 evaluation can
be found in [14] which describes the participant’s approaches and
the results of the systems . We summarize the database description
and the metric of the evaluation in the next subsections.

2.1. Database

The database consists of a Catalan BN database from the public TV
news channel that was recorded by the TALP Research Center from
the UPC. It includes approximately 87 hours of annotated audio di-
vided in 24 files of 4 hours long.

Five different audio classes were defined for the evaluation: mu-
sic (MU), speech (SP), speech with music (SM), speech with noise
(SN) and others (OT) but this class is not evaluated in final test. The
distribution of the classes within the database is the following: Clean
speech: 37%; Music: 5%; Speech over music: 15%; Speech over
noise: 40%; Other: 3%.

The database for the evaluation was split into 2 parts: for train-
ing/development (2/3 of the total amount of data), and testing (the
remaining 1/3).

2.2. Metric

The metric is defined as a relative error averaged over all acoustic
classes (ACs):

Error = averagei
dur(missi) + dur(fai)

dur(refi)
,

where dur(missi) is the total duration of all deletion errors (misses)
for the ith AC, dur(fai) is the total duration of all insertion errors
(false alarms) for the ith AC, and dur(refi) is the total duration of
all the ith AC instances according to the reference file. The incor-
rectly classified audio segment (a substitution) is computed both as
a deletion error for one AC and an insertion error for another. A
forgiveness collar of 1 sec (both + and -) is not scored around each
reference boundary. This accounts for both the inconsistent human
annotation and the uncertainty about when an AC begins/ends.

The proposed metric is slightly different from the conventional
NIST metric for speaker diarization, where only the total error time
is taken into account independently of the acoustic class. Since the
distribution of the classes in the database is not uniform, the errors
from different classes are weighed differently (depending on the total
duration of the class in the database). Therefore the participants have
to detect correctly not only the best-represented classes (speech and
speech over noise, 77% of total duration), but also the minor classes
(like music, 5%).

3. SEGMENTATION SYSTEM BASED ON FACTOR
ANALYSIS

The Factor Analysis approach has been successfully used in speaker
recognition [15] and more recently in language recognition [16]. In

these tasks, the main problem is the session variability given by dif-
ferent channel conditions in training and testing. The goal of these
systems is the compensation of the channel variability between dif-
ferent utterances due to speakers, background noises or recording
devices presented in the audio.

This work deals with the problem of assigning a class label to
each fixed-length segment using FA models trying to compensate the
within-class variability. At the first stage, we extract 16 MFCCs (in-
cluding C0) computed in 25 ms frame size with a 10 ms frame step,
their ∆ and ∆∆ for every file of the database. The audio features
are packed in 3 second segments with 0.1 second segment step and
each segment is described as statistics over a Universal Background
Model (UBM). The statistic extraction is described more precisely
in the next subsection. The classifier with the channel compensa-
tion and the scoring method proposed in this work are described in
subsections 3.2 and 3.3 respectively. The segmentation is produced
directly by the classifier as a sequence of decisions. Additionally, a
smoothing with an average filter and a Viterbi algorithm is required
to find in a recursive manner the most probable sequence under the
assumption that a sudden change of sound types in an arbitrary way
is unlikely. The parameters of the filter and the priors for the Viterbi
algorithm are described in section 4.

3.1. Statistics

The fixed-length segments are mapped to sufficient statistics by
using a Universal Background Model (UBM) which is a class-
independent GMM with 2048 Gaussians trained with the EM-
algorithm on the audio feature vectors of the training data. Following
the classic terminology of the bibliography, we refer mean-vector
and diagonal precision matrix of the UBM as µk and Σk where k
is the Gaussian component index. All further processing is based
only on the statistics, rather than the original feature vectors. Let
Pksi = P (k|φsi) denote the posterior probability of UBM compo-
nent k, given feature vector φsi, computed with the standard method
for GMM observations, assuming frame-independence. For segment
s, with feature vectors indexed i = 1, 2, ..., Ns, we define the zero
and first-order statistics respectively as:

nsk =

Ns∑
i=1

Pksi

fsk =

Ns∑
i=1

PksiΣ
1/2
k (φsi − µk)

We center and reduce our statistics relative to the UBM. After
this transformation the formulas below can be written with the statis-
tic terms.

3.2. Theoretical Background

Data from a particular class segment are modeled by a GMM defined
by means m1,m2, ...,mC , weights w1, w2, ..., wC and covariances
Σ1,Σ2, ...,ΣC where C is the number of Gaussians. The Factor
Analysis model is the adaptation of the UBM model where the su-
pervector of means is not fixed and it can vary from segment to seg-
ment to account for differences in the channel. These GMMs have
segment and class dependent component means but fixed component
weights and covariances chosen to be equal to the UBM weights and
covariances. Specifically, we use a Factor Analysis model for the
mean of kth component of the GMM for segment s:
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Fig. 1. Scores and the ground truth of each class over a chunk of a test file

msk = tc(s)k + Ukxs

where c(s) denotes the class of segment s and tsk is the channel-
independent-class-location vector obtained by using a single itera-
tion of relevance-MAP adaptation from the UBM. This adaptation is
expressed in term of statistics as:

tck =

∑
s fsk

r +
∑

s nsk

where the sums are over all segments s belonging to the class c and r
is the relevance factor (r = 14 in our experiments). Uk is the factor
loading matrix which is the subspace of channel variability and xs
is a vector of L segment-dependent channel factors generated by a
normal distribution. Channel factor vector xs can be seen as the co-
ordinates of the channel dependent class segment vector in the sub-
space defined by Uk . We stack component-dependent vectors into
supervectors ms and tc(s) and we stack the component-dependent
Uk matrices into a single tall matrix U , so that equation can be ex-
pressed more compactly as:

ms = tc(s) + Uxs

where U is known as the channel matrix and it represents the within-
class variability.

The parameter U can be estimated using the EM algorithm itera-
tively. Data from many segments are used, where the channel factors
of each segment is treated as a hidden variable. In the E-step poste-
rior distributions of x are estimated for each segment, using current
parameters as:

x̂s =
(
I +

∑
k

nskU
′
kUk

)−1
U ′kfs.

In the M-step we find parameters U that maximize an auxiliary func-
tion involving the old and the new parameters. Understanding the
training process of U channel matrix can be complex so we defer the
responsibility of this algorithm following [15].

3.3. System description

In [17] a system was proposed with five channel-independent-class-
location vectors (one vector per class) and a single compensation
channel matrix U for all the classes. The conclusion was that the
compensation matrix had a bad behavior for the Music class due to
the different nature of the rest of the classes. In the speech classes
(SM, SN and SP), the channel matrix is modeling the compensa-
tion between different speakers and different words leaving the back-
ground sound as useful information for the classification. This model
is totally different for the music class (MU) because the channel ma-
trix should model the compensation between different tones and in-
struments.

The main goal of this work is the compensation of all the classes
even if the nature of the classes is not the same. We propose a
ten channel-independent-class-location vectors (a class and no-class
vectors for each class) and five channel matrix representing the
within-class variability of each class/no-class. Let

T = [tmu, tnomu, tot, tnoot, tsm, tnosm, tsn, tnosn, tsp, tnosp]

Ξ = [Umu−nomu, Uot−noot, Usm−nosm, Usn−nosn, Usp−nosp]

where T represents the locations of classes and no-classes in the
GMM space and Ξ the channel matrices. Our metamodel for class-
segment-dependent GMM is parametrized by (T,Ξ) which are de-
scribing the prior distributions of the parameters m.

In [18], different scoring methods are studied. In this approach,
the integration trough the channel factors distributions is done. We
compute the log-likelihood of each segment with respect to every
class/no-class. Finally, the detection log-likelihood ratio is com-
puted for each class/no-class as:

Ratiodetclass = logP (s/class)− logP (s/noclass)

A zero-phase average filter is computed to smooth the ratio of
each class and avoid a sudden change in the segment labels. Differ-
ent filter lengths have been computed over the scores but we con-
cluded that a two samples average filter is adequate to smooth the
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decisions. Figure 1 shows the filtered-ratio scores for each class over
a chunk of a test file. The ground truth is plotted in the same figure
and it is represented with a square wave of amplitude 1. The color
of each score class and the corresponding ground truth is the same.
The figure clearly shows that the ratio of the winning class is bigger
than zero and corresponds with the ground truth class.

4. EXPERIMENTAL RESULTS

Error for each class
MU SM SN SP AVG

FA-Class. 29.3% 29.1% 29.6% 22.4% 27.6%

Table 1. Error per class and total error for Factor Analysis system
over the test files with oracle boundaries

In a segmentation-by-classification system, the errors can be
produced in two ways: first, a classification error due to a bad la-
beled frame, and a segmentation error due to a temporal mismatch
between the oracle boundaries and the hypothesis boundaries. To
show the accumulated error of the system, Table 1 shows the error
of each class when classification is produced for oracle segmenta-
tion. Each oracle segment is labeled as one class. The winning class
is the one that presents the highest accumulated score along each
considered segment.

Due to the metric, the smallest classes have to be detected with
the same accuracy as the largest classes as can be seen in section 2.2.
To increase the detection of the smallest class (MU) we optimize the
prior probabilities in the Viterbi algorithm checking the total result
over the train files. Table 2 shows the total error over the train files.
The first row shows the total error when all the classes have the same
priority and it can be seen that the smallest error is obtained when
MU and SN/SP have 28% and 15% of priority respectively decreas-
ing the false alarms of the SN/SP over MU class. These priors are
employed in the Viterbi over the test files and the results are shown
in Table 3.

We compare the error of the system proposed in this work with
the winning system of the Albayzin-2010 evaluation [12] where 15
MFCCs, the frame energy, and the ∆ and ∆∆ are extracted. In addi-
tion, the spectral entropy and the Chroma coefficients are calculated.
The mean and variance of these features are computed over 1 second
interval. The segmentation approach chosen is HMM-based. The
acoustic modeling is performed using five HMMs with three emit-
ting states and 256 Gaussians per state. Each HMM corresponds
to one acoustic class. A hierarchical organization of binary HMM
detectors is used. First, audio is segmented into Music/non-Music
portions. Second, the non-Music portions are further segmented into
Speech-over-music/non-Speech-over-music portions. Finally, the

Prior of each class AVG Error
MU OT SM SN SP over the train files
0.20 0.20 0.20 0.20 0.20 15.95%
0.22 0.20 0.20 0.19 0.19 14.52%
0.24 0.20 0.20 0.18 0.18 13.75%
0.26 0.20 0.20 0.17 0.17 13.39%
0.28 0.20 0.20 0.16 0.16 13.23%
0.30 0.20 0.20 0.15 0.15 13.25%

Table 2. Results over the train files to select the priors for each class

non-Speech-over-music portions are segmented into Speech/Speech
over noise.

Table 3 shows the error for each class and the average error
for the Albayzin evaluation winning system and the Factor Analysis
Segmentation system proposed in section 3. The HMM-Hierarchical
system detects better the MU and SM segments than the FA system
due to the Chroma coefficients in the features. However, SN and
SP classes are much better detected with the FA system decreasing
the error of the classes in 2% and 9% respectively. These classes
represent more that 3/4 of the total amount of the data, therefore the
classification of the total time is also increased substantially. Us-
ing the metric proposed in the evaluation, the FA system reduces the
average error in more than 1%. Also, comparing the classification
oracle segment error in table 1 with the total segmentation error in
table 3, it can be concluded that the delimitation of the boundaries is
quite acceptable because the total error has increased only 1.5%.

Error for each class
MU SM SN SP AVG

HMM-Hierar. 19.2% 25.0% 37.2% 39.5% 30.2%
FA-Segm. 22.8% 27.6% 35.4% 30.5% 29.1%

Table 3. Error per class and total error for Albayzin evaluation win-
ning system and Factor Analysis Segmentation system over the test
files

5. CONCLUSION

This paper describes a new segmentation-by-classification system
based on Factor Analysis approach. The system has been applied
for the segmentation of BN. The task consists of the segmentation
of audio files and further classification into 5 different classes as
proposed in the Albayzin 2010 evaluation that took place in the con-
ference FALA 2010 organized by the Spanish Network on Speech
Technologies. The best results in the evaluation were obtained by
an HMM/GMM based hierarchical system that made use of MFCC
along with Chroma features. The solution we propose here compen-
sates the within-class variability creating a channel matrix for each
class and scoring the segments as the ratio between class/no-class.
Experimental results show that the FA approach allows a significant
reduction in the classification of SP and SN and thus a reduction in
the average segmentation error rate.
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