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ABSTRACT

Suicide is a very serious problem. In the United states it ranks as
the second most frequent cause of death among teenagers between
the ages of 12 and 17. In this work, we investigate speech charac-
teristics of prosody as well as voice quality in a dyadic interview
corpus with suicidal and non-suicidal adolescents. In these inter-
views the adolescents answer specifically designed questions. Based
on this limited dataset, we reveal statistically significant differences
in the speech patterns of suicidal adolescents within the investigated
interview corpus. Further, we investigate the classification capabili-
ties of machine learning approaches both on an utterance as well as
an interview level. The work shows promising results in a speaker-
independent classification experiment based on only a dozen speech
features. We believe that once the algorithms are refined and inte-
grated with other methods, they may be of value to the clinician.

Index Terms— Suicide prevention, speech characteristics,
voice source model, voice quality, classification

1. INTRODUCTION

Suicide among adolescents, which for the past 10 years has been the
second most frequent cause of death among 12- to 17-year-olds, is a
serious issue.1

Suicide risk factors include family history, demographics, men-
tal illness co-morbidities, and nonverbal behavior and cues [1, 2, 3,
4, 5, 6]. There are, however, no standardized approaches for analyz-
ing these nonverbal behaviors, which traditionally include gestures,
facial expressions, and voice characteristics. This work investigates
a method for classifying one of these nonverbal behaviors: acoustic
characteristics of speech. In particular, we investigate prosodic and
voice quality-related features from 16 suicidal and non-suicidal pa-
tients. These data are from a larger interview corpus that includes
the speech of 30 suicidal and 30 non-suicidal adolescents. The data
for these 16 patients are balanced according to gender and condi-
tion. We compare hidden Markov models (HMMs) and support vec-
tor machines (SVMs) to classify the speech of the subjects in the two
categories. We compare the classification results on both a segment-
based level of analysis as well as on an interview-based analysis in
an entirely speaker-independent setup.

The remainder of the paper is organized as follows: In Section 2,
we position this work within the current body of research and state
the goals of this research. In Section 3, we introduce the dyadic in-
terview dataset. Section 4 introduces the acoustic features utilized in
the analysis of the speech. In Section 5, we detail the experimental

1http://webappa.cdc.gov/sasweb/ncipc/leadcaus10_
us.html

setup to classify the speech of the adolescents on both an utterance-
level and an interview-level analysis. We then statistically analyze
the features in Section 6 and find significant differences between
the groups. We further report the results of the speaker-independent
classification task. In Section 7, we discuss the results, and in Sec-
tion 8 we conclude the work and discuss future avenues of research.

2. RELATED WORK

Several researchers have investigated the correlates between severe
depression, suicide, and the characteristics of speech. In [2], for
example, the speech of 10 suicidal, 10 depressed, and 10 control
subjects was analyzed in great detail. All subjects were males be-
tween the ages of 25 and 65. The data for the suicidal subjects were
obtained from a large spectrum of recording setups comprising, for
example, suicide notes recorded on tape. The other two groups were
recorded under more controlled conditions at Vanderbilt University.
For each subject the researchers concatenated speech to clips of 30
seconds of uninterrupted speech (i.e., removing pauses larger than
500ms). Then they analyzed jitter in the voiced parts of the signal as
well as glottal flow spectral slope estimates. Both features helped to
discern the classes in binary problems with high above-chance accu-
racies by utilizing simple Gaussian mixture model-based classifiers
(e.g., control vs. suicidal 85% correct, depressed vs. suicidal 75%
correct, control vs. depressed 90% correct). A holdout validation
was employed. However, the fact that the recordings were done over
such a large variance of recording setups, as acknowledged by the
authors themselves, makes it difficult to assess “the accuracy about
the extracted speech features and, therefore, the meaningfulness of
the classification results.” Nevertheless, the fact that the researchers
have analyzed real-world data with speech recorded from subjects
shortly before they attempted suicide is remarkable and needs to be
acknowledged.

Further, in [7] a similar approach was utilized to assess the sui-
cide risk of subjects with the same categories as in [2]. In [7], spec-
tral density features were again used to classify the three classes in
three separate binary problems. The data utilized comprised both
interview data and read speech. It seems that the authors utilized a
cross-validation approach for which it is not clear if the analysis was
entirely speaker-independent, as they claim to have used randomized
sets of 75% of the data for training and 25% of the data for testing.
The observed accuracies are quite high: control vs. suicidal 90.25%,
depressed vs. suicidal 88.5%, and control vs. depressed 92.0%.

The study in [4] involved the analysis of glottal flow features
as well as prosodic features for the discrimination of depressed read
speech of 15 male (nine controls and six depressed subjects, ages
33-50) and 18 female (nine controls and nine subjects, ages 19-57)
speakers. In total, 65 sentences were recorded per speaker. The
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extracted glottal flow features are closely related to the Liljencrants-
Fant model parameters used in the present work and comprised in-
stances such as the minimal point in glottal derivative, maximum
glottal opening, start point of glottal opening, and start point of glot-
tal closing. The prosodic features extracted consist of fundamental
frequency, energy, and speaking rate. The classification was per-
formed on a leave-one-observation-out paradigm, which renders the
analysis highly speaker-dependent. Hence, strong classification re-
sults were observed, well above 85% accuracy for male speakers and
above 90% for female speakers. However, the main focus of the pa-
per was not to find great classification results but rather to identify
features that are often chosen to be relevant in the feature selection
used. The authors identified glottal flow features to be selected for
the majority of the classifiers as well as energy-based features for
female speakers.

2.1. Prior Work Statement

The present work differs from that described above in several as-
pects, the most apparent being the analysis of the speech of adoles-
cents between the ages of 13 and 17. In addition, we investigate
novel acoustic features—voice source parameters and features rele-
vant for the identification of voice qualities—that have to date not
been utilized to characterize suicidal speech.

Lastly, we would like to emphasize that the present investiga-
tions are all based on a strict speaker-independent setup that has
not been adequately studied in previous work. The partly speaker-
dependent analysis in prior research might have led to overestima-
tions of the classification accuracies. The present approach thus sac-
rifices percentage points of accuracy in order to reveal a more real-
istic performance.

2.2. Research Goals

(1) Based on the extracted features, we investigate the perfor-
mance of HMMs and SVMs to classify each subject’s voice
into the categories suicidal and non-suicidal. We anticipate
that we are capable of correctly classifying the suicidal ado-
lescents on a temporally integrated interview level.

(2) We will investigate the performance of the classifiers on an
utterance or segment level of speech.

(3) We will investigate which features contributed the most to the
observed performances.

3. DATASET

From March 2011 through August 2011, 60 patients were enrolled in
a prospective, controlled trial at the Cincinnati Children’s Hospital
Medical Center (CCHMC) ED (IRB#2008-1421). Eligible patients
were between the ages of 13 and 17 and had come to the ED with
suicidal ideation, gestures, attempts, or orthopedic injuries. Patients
with orthopedic injuries were enrolled as controls because they are
seen as having the fewest biological and neurological perturbations
of all of the ED patients. Potential controls were excluded if they had
a history of major mood disorder or if first-degree family members
had a history of suicidal behavior. The parent(s) or legal guardian(s)
had to consent to the study, the patients had to consent, and the physi-
cian(s) had to agree that the patients were appropriate for inclusion.
Each patient received $75USD compensation for participation.

Data were collected by a trained social worker. Each subject
completed the Columbia Suicide Severity Rating Scale (C-SSRS

version 1/14/2009) [8], Suicidal Ideation Questionnaire - Junior
(SIQ-Jr version 1987) [9], and the Ubiquitous Questionnaire (UQ
version 2011) [10]. The UQ consists of five open-ended questions
selected to elicit conversational responses: Does it hurt emotionally?
Do you have any fear? Are you angry? Do you have any secrets?
Do you have hope?

Potential subject and control patients were identified from the
hospitals’ electronic medical records. The attending physician was
asked to determine whether the patient was appropriate for the study.
If so, the parent(s) or legal guardian(s) were approached for consent.
After that consent was obtained, the patient was then asked to con-
sent. The same social worker interviewed all subjects.

All interviews were audio recorded and transcribed on a question-
response level. The recordings were conducted in a private exami-
nation room using a tabletop microphone. The audio is sampled at
16 kHz with an average signal-to-noise ratio of 17.2 dB. Due to the
fact that the interview was recorded with one single microphone,
the speech utterances of both the interviewer and the interviewee
are present on the single mono channel of the recordings. Hence,
we manually annotated the speech segments using WaveSurfer.2

The speech turns of a single interlocutor were segmented based
on pauses greater than or equal to 300 ms. The resulting speech
segments form the basis of the utterance-level analysis in Section 5.
Overlapping speech was annotated separately.

For this work, we analyzed the interviews of 16 adolescents
(eight female, eight male) with an average age of 15.53 years (σ
= 1.5).3 Eight of those had attempted suicide in the past; eight had
not. All of those who had attempted suicide stated that they had
wished to end their lives within the previous six months. The aver-
age length of the interviews with suicidal adolescents was 778.27 s
(σ = 161.21), with 249.96 s (97.95 standard deviation) time spoken
by the participant and 332.91 s (σ = 123.65) of pauses on average.
The interviews with non-suicidal adolescents lasted for 451.55 s (σ
= 107.01) on average, with 123.66 s (σ = 56.95) time spoken by the
participant and 170.46 s (σ = 44.43) of pauses on average. The av-
erage length of a speech segment is 1.75 s (σ = 0.34) for suicidal
adolescents and 1.66 s (σ = 0.52) for non-suicidal adolescents.

4. ACOUSTIC MEASUREMENTS

We analyzed the participants’ prosody and voice quality using
several acoustic measures, described below. The automatically
extracted features were chosen based on previous findings in the
literature (cf. Section 2). The abbreviations for the features used
throughout the paper are shown italicized in parentheses after the
paragraph headers. All features are sampled at 100 Hz.

Energy in dB (en, enslope): The energy of each speech frame
is calculated on 32 ms windows with a shift of 10 ms. Further, we
calculate the slope, i.e., the first derivative, of the energy signal as a
measurement of the change of speech intensity.

Fundamental frequency (f0): We utilized the method in [11]
for f0 tracking based on residual harmonics, which is especially suit-
able in noisy conditions.

Peak slope (peak): This voice quality parameter is based on
features derived following a wavelet-based decomposition of the
speech signal [12]. The parameter, named peak, is designed to
identify glottal closure instances from glottal pulses with different

2http://www.speech.kth.se/wavesurfer/
3This limited number is due to the time-consuming manual segmentation

of the speech. In the future we anticipate utilizing the full corpus.
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closure characteristics. It was used to differentiate between breathy,
modal, and tense voice qualities in [13].

Spectral stationarity (ss): To characterize the range of the
prosodic inventory used over utterances and the monotonicity of the
speech, we make use of the so-called spectral stationarity measure
ss. This measurement was previously used in [14] as a way of mod-
ulating the transition cost used in a dynamic programming method
used for f0 tracking.

LF model parameters from time domain estimation methods
(Ra,Rk,Rg ,EE,OQ,Rd): The most commonly used acoustic voice
source model is the Liljencrants-Fant (LF) model [15]. It is a five-
parameter (including f0) model of differentiated glottal flow.

The model has two segments. The first segment, the open phase,
is a sinusoid function. The second segment, which models the return
phase, is an exponential function [16, 17].

The pulse shape of the LF model can be characterized using an
amplitude parameter, EE (which is the negative amplitude corre-
sponding to the main excitation), and three time-based parameters
Ra, Rk, and Rg . These parameters have been shown to be suitable
for characterizing a range of voice qualities, including breathiness
and tenseness [18].

We extract the open quotient OQ with:

OQ =
1 +Rk

2 ·Rg
. (1)

Further,Rd, which is characterizing the basic shape of the LF model
[19], is extracted following [20].

Normalized amplitude quotient (NAQ): The normalized am-
plitude quotient parameter was introduced as a global voice source
parameter capable of differentiating breathy to tense voice qualities
[21] and is closely related to the Rd parameter described in [19].

Although NAQ is closely related to Rd, it is subtly but never-
theless significantly different: NAQ is a direct measure of the glot-
tal flow and glottal flow derivative, whereas Rd is a measure derived
from a fitted LF model pulse.

5. EXPERIMENTAL SETUP AND RESULTS

We investigate the capabilities of machine learning algorithms in a
two-fold analysis: we investigate the accuracy of HMMs and SVMs
both on an utterance level (cf. Section 3 for the definition of an utter-
ance) and on an interview level. All experiments are conducted using
a leave-one-speaker-out validation strategy. Hence, for the training
of the classifiers in one fold, we leave out the speech samples of
one speaker entirely from the training and test the classifiers on the
speech of the left-out speaker. Note that due to the limited amount
of data, we currently refrain from using parameter optimization and
feature selection for the machine learning algorithms, leaving this
for future analysis on the full dataset. We employ two separate clas-
sifiers, namely three-state HMMs with three mixtures for each state
with full transition matrix and SVMs with radial basis function ker-
nels. The HMMs can take advantage of the sequential and dynamic
characteristics of the observations and classify each segment on the
full 100Hz sampled feature vector. The SVMs, on the other hand,
do not take previous observations into account and are trained on
the median and standard deviations of the features over the single
utterances.

5.1. Interview-Level Analysis

For the interview-level analysis, we integrate the decisions of the
classifiers for each single speech segment and form an overall tem-

Interview Segment

40

50

60

70

80

Ac
cu

ra
cy

 (%
)

Classification Accuracies

Hidden Markov Model

Support Vector Machine

Fig. 1. Accuracies in % for the speaker-independent classification
experiments on the interview and the utterance level. The perfor-
mance of HMMs (blue) is compared to that of SVMs (red).

porally integrated decision for each interview. Based on this we
achieve an accuracy of 81.25% for the HMMs. The HMMs con-
fused only three interviews; one of these misclassifications is a false
negative (i.e., suicidal adolescent as non-suicidal). The accuracy of
the SVMs was at 75%, with one additional confusion. Again, only
one of them was a false negative classification, and it is the same
interview as for the HMMs. The results are highlighted in Figure 1.

5.2. Utterance-Level Analysis

For the utterance-level analysis, we classify every single speech seg-
ment spoken by either a suicidal or non-suicidal adolescent. The
overall classification accuracy for the HMMs is 69%. The overall
accuracy for the SVMs is slightly lower at 61%.

6. STATISTICAL EVALUATION

In this section we report the results of our statistical investigations.
We compare the observations of voice characteristics found in the
speech of suicidal and non-suicidal adolescents. We conduct statis-
tical tests on all 12 extracted parameters, as described in Section 4,
and their standard deviations. Overall we conduct 24 independent
t-tests with the very conservative Bonferroni correction for multiple
testing [22]. Hence, the significance level p is adjusted to be at least
p < 0.002. Additionally, we present Hedges’ g value, as a measure
of the effect size found in the data [23]. The g value denotes the
required shift of the mean of one set to match the mean of the other
in magnitudes of standard deviations [23]. Values of g > 0.4 are
considered substantial effects.

The features with effect sizes close to the threshold of 0.4 for
the suicidal vs. non-suicidal participants are summarized in Table
1. Unfortunately, due to space constraints, we are not able to show
all the results. All the observed p-values for the listed features are
smaller than the mentioned threshold of 0.002. To visualize the sta-
tistical results we plot the three strongest effects in Figure 2.

7. DISCUSSION

Based on our research goals outlined in Section 2, we discuss our
findings in this section.
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Suicidal Non-Suicidal Hedges’ g
peak -.25 (.04) -.23 (.05) -.540
NAQ .12 (.05) .09 (.04) .557
Rk .36 (.12) .30 (.10) .495
Rg 1.43 (.58) 1.70 (.64) -.450
OQ .42 (.20) .31 (.13) .664
NAQ Std. .08 (.03) .06 (.02) .618
EE Std. .01 (.01) .01 (.01) -.448
Rk Std. .12 (.07) .10 (.05) .396
Rg Std. .61 (.24) .74 (.34) -.467
OQ Std. .19 (.10) .13 (.05) .653

Table 1. Statistically significant acoustic measures discerning suici-
dal and non-suicidal adolescents. The mean and standard deviation
(in parentheses) values as well as the effect sizes measured in mag-
nitudes of standard deviations are summarized. All mentioned mea-
sures are statistically significantly different for the two groups with
a p-value < 0.002.

In the first research goal of the present work, we anticipate that
the extracted features will be useful for classifying suicidal and non-
suicidal adolescents’ speech using standard machine learning algo-
rithms. For the interview-level analysis, we could achieve classifica-
tion accuracies of 81.25% for the HMMs and 75% for the SVMs af-
ter temporal integration. The HMMs confused only three interviews;
one of these misclassifications is a false negative (i.e., suicidal ado-
lescent as non-suicidal). In the future, we hope to further improve
these results using more sophisticated temporal fusion algorithms
and utilizing the full available dataset of 60 interviews.

As for our results on the second research goal, we were able to
classify segments of speech with an average length of about 1.7 s
with accuracies of 69% using HMMs and 61% using SVMs. The
HMMs, which take advantage of the sequential and dynamic struc-
ture of the extracted features, are clearly outperforming the SVMs,
which were trained on the median and standard deviation values of
the features over each segment. These results are well above chance
level and imply strong differences in the speech characteristics of
suicidal and non-suicidal adolescents.

Based on our investigations on the third research goal, we want
to identify the speech features that contributed the most to the clas-
sification. We could identify several statistically significant differ-
ences between the speech characteristics of suicidal and non-suicidal
adolescents. The voice source and voice quality-related features
show the strongest differences between the two groups. In partic-
ular, OQ, NAQ, and peak, features that have been associated with
voice qualities on the breathy to tense dimension, reveal that suici-
dal adolescents’ voices are often more breathy than the voice of non-
suicidal subjects. Additionally, parameters of the LF model, such as
Rk and Rg , reveal strong statistically significant differences. The
larger Rk values suggest a more symmetric glottal pulse, which is
again characteristic of a breathy phonation type. Similarly, a smaller
Rg indicates a lower frequency of the glottal formant, which is also
typical of a breathy voice.

Anecdotally, we would like to mention that not only do the
speech characteristics of the suicidal and non-suicidal adolescents
differ significantly, but also those of the interviewer himself. This
phenomenon was observed while annotating the speech turns. In
particular, the backchannels provided by the interviewer were sig-
nificantly different in the two conditions. The observed significant
differences include but are not limited to more breathy tones as ob-
served with peak, lower speech intensity (en), higher monotonicity
(ss), and larger OQ variations. This adaptation to the participant’s
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Fig. 2. Boxplot comparison of three significantly different acous-
tic measures for the two groups of suicidal and non-suicidal adoles-
cents. All three measures indicate more a more breathy voice quality
for suicidal subjects.

voice and context implies that it is desirable to be able to adapt
one’s voice to the given situation [24] (e.g., for spoken human com-
puter interaction systems or virtual agent systems as described in
[25]). Current speech synthesis often lacks the capability to vary
the produced voice along the voice quality domain. This finding of
adaptation between interviewer and subject has also been confirmed
by findings in the literature; for example, it was found that the clini-
cian’s behavior was strongly correlated with the patient’s severity of
depression [26].

8. CONCLUSIONS AND FUTURE WORK

Based on our research goals, the two major findings of this study
are (1) based on the few extracted features, we could identify the
speech of suicidal and non-suicidal adolescents with a high degree of
accuracy in a speaker-independent analysis scenario, and (2) suicidal
adolescents exhibit significantly more breathy voice qualities than
non-suicidal subjects. We are confident that with some additional
refinement we can provide professional healthcare providers with
objective speech measures of suicidal patients to improve clinical
assessments.

For future work, we are planning to first make use of the full
corpus, including the speech of 60 suicidal and non-suicidal ado-
lescents, and to start contextualizing responses of the subjects on a
question-level basis. We believe that this more fine-grained analy-
sis might reduce the number of errors significantly. Additionally,
we seek to enrich the body of utilized features to incorporate more
prosodic features such as the articulation rate as well as video-based
features (e.g., gaze, smiles, gestures, and posture) in the interviews
[6]. Lastly, we would like to mention that the investigated dataset
is limited in its relevance with respect to everyday life conversations
and general voice characteristics. We are planning to address this in
the future and plan to assess the veracity and applicability of the re-
ported results on a broader spectrum of interactions. With respect to
this, we have already started a multi-center study designed, in part,
to test the generalizability of our findings. With respect to this, we
have already started a multi-center study designed, in part, to test the
generalizability of our findings.
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