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ABSTRACT

Extracting sound sources in noisy and reverberant conditions re-

mains a challenging task that is commonly found in modern commu-

nication systems. In this work, we consider the problem of obtaining

a desired spatial response for at most L simultaneously active sound

sources. The proposed spatial filter is obtained by minimizing the

diffuse plus self-noise power at the output of the filter subject to L

linear constraints. In contrast to earlier works, the L constraints are

based on instantaneous narrowband direction-of-arrival estimates. In

addition, a novel estimator for the diffuse-to-noise ratio is developed

that exhibits a sufficiently high temporal and spectral resolution to

achieve both dereverberation and noise reduction. The presented re-

sults demonstrate that an optimal tradeoff between maximum white

noise gain and maximum directivity is achieved.

Index Terms— microphone array processing, optimal beam-

forming, diffuse-to-noise ratio estimation

1. INTRODUCTION

Extracting sound sources in noisy and reverberant conditions is com-

monly found in modern communication systems. In the last four

decades, a large variety of spatial filtering techniques have been pro-

posed to accomplish this task. Existing spatial filters are optimal

when the assumed signal model is valid and when the information

required to compute the filters is accurate. In practice, however, the

signal model is often violated and estimating the required informa-

tion becomes a major challenge.

Existing spatial filters can be broadly classified into linear spa-

tial filters [1–4] and parametric spatial filters [5–8]. In general, lin-

ear spatial filters require an estimate of the propagation vector(s) or

the second-order statistics (SOS) of the desired source(s) plus the

SOS of the interference. Some spatial filters are designed to extract

a single source signal (either reverberant or dereverberated) [9–16],

while others have been designed to extract the sum of two or more

reverberant source signals [17–19]. The aforementioned methods

require prior knowledge of the direction of the desired source(s) or

a period in which only the desired sources are active (either sepa-

rately or simultaneously). A drawback of these methods is the in-

ability to adapt sufficiently quickly to new situations (e. g., source

movements, competing speakers that become active when the de-

sired source is active). Parametric spatial filters are often based on a

relatively simple signal model (i. e., the received signal in the time-

frequency domain consists of a single plane wave plus diffuse sound)
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and are computed based on instantaneous estimates of the model pa-

rameters. The principle advantages of parametric spatial filters are a

highly flexible directional response, a comparatively strong suppres-

sion of diffuse sound and interferers, and the ability to quickly adapt

to new situations. However, as shown in [20], the underlying sin-

gle plane wave signal model can easily be violated in practice which

strongly degrades the performance of the parametric spatial filters.

In this work, we consider the problem of obtaining a desired,

arbitrary spatial response for at most L sound sources being simul-

taneously active per time-frequency instant. We solve this prob-

lem by incorporating instantaneous parametric information about the

acoustic scene into the design of a linearly constrained minimum

variance (LCMV) filter resulting in an informed LCMV filter. The

proposed informed spatial filter is obtained by minimizing the dif-

fuse plus self-noise power subject to L linear constraints. In con-

trast to earlier works, the L constraints are based on instantaneous

direction-of-arrival (DOA) estimates and the resulting responses to

the L DOAs correspond to the specific desired directivity. In addi-

tion, a novel estimator for the diffuse-to-noise ratio (DNR) is devel-

oped which exhibits a sufficiently high temporal and spectral reso-

lution to reduce both reverberation and noise. The presented results

demonstrate that an optimal tradeoff between maximum white noise

gain (WNG) and maximum directivity is achieved. In addition, the

proposed spatial filter exhibits a short response time.

The remainder of the paper is organized as follows: Section 2

formulates the problem. In Sec. 3, two existing optimal linear filters

and the proposed optimal filter are described. In Sec. 4, it is shown

how the L DOAs and the DNR are estimated. The performance of

the proposed spatial filter is evaluated in Sec. 5. Section 6 draws the

conclusions.

2. PROBLEM FORMULATION

Let us consider an uniform linear array (ULA) of M omnidirec-

tional microphones located at d1...M . For each time-frequency

instant we assume a sound field composed of L < M plane

waves (directional sound) propagating in an isotropic and spa-

tially homogenous diffuse sound field. The microphone signals

x(k, n) = [X(k, n,d1) . . . X(k, n,dM )]T at frequency index k
and time index n can be written as

x(k, n) =

L∑

l=1

xl(k, n) + xd(k, n) + xn(k, n), (1)

where xl(k, n) = [Xl(k, n,d1) . . . Xl(k, n,dM )]T contains the

microphone signals that are proportional to the sound pressure of the

l-th plane wave, xd(k, n) is the measured diffuse field, and xn(k, n)
is the microphone self-noise.
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Assuming the three components in (1) are mutually uncorre-

lated, we can express the power spectral density (PSD) matrix of

the microphone signals as

Φ(k, n) = E
{

x(k, n)xH(k, n)
}

=
L∑

l=1

Φl(k, n) +Φd(k, n) +Φn(k, n), (2)

with

Φd(k, n) = φd(k, n) Γd(k), (3)

Φn(k, n) = φn(k, n) I. (4)

Here, I is an identity matrix, φn(k, n) is the expected power of the

microphone self-noise, which is identical for all microphones, and

φd(k, n) is the expected power of the diffuse field, which can vary

rapidly across time and frequency. The ij-th element of the coher-

ence matrix Γd(k), denoted by γij(k), is the diffuse field coherence

between microphone i and j. For instance for a spherically isotropic

diffuse field, we have γij(k)=sinc(κrij) [21] with wavenumber κ

and rij= ||dj − di||.
The directional sound xl(k, n) in (1) can be written as

xl(k, n) = a(k, ϕl)Xl(k, n,d1), (5)

where ϕl(k, n) is the DOA of the l-th plane wave (ϕ= 0 denoting

the array broadside) and a(k, ϕl) = [a1(k, ϕl) . . . aM (k, ϕl)]
T is

the propagation vector. The i-th element of a(k, ϕl),

ai(k, ϕl) = exp
{
 κ ri sinϕl(k, n)

}
, (6)

describes the phase shift of the l-th plane wave from the first to the

i-th microphone. Note that ri = ||di − d1|| is equal to the distance

between the first and the i-th microphone.

The aim of the paper is to filter the microphone signals x(k, n)
such that directional sounds arriving from specific spatial regions are

attenuated or amplified as desired, while the diffuse sound and mi-

crophone self-noise are suppressed. The desired signal can therefore

be expressed as

Y (k, n) =

L∑

l=1

G(k, ϕl)Xl(k, n,d1), (7)

where G(k, ϕ) is a real-valued arbitrary directivity function which

can be frequency dependent. Figure 1 shows the magnitude of two

example directivities G1(k, ϕ) and G2(k, ϕ). When using G1(k, ϕ)
(solid line), we attenuate directional sound arriving from ϕ < 45◦

by 21 dB while directional sound from other directions is not at-

tenuated. In principle, one can design arbitrary directivities, even

functions such as G2(k, ϕ) (dashed line). Moreover, G(k, ϕ) can

be designed time variant, e. g., to extract moving or emerging sound

sources once they have been localized.

An estimate of the signal Y (k, n) is obtained by a linear combi-

nation of the microphone signals x(k, n), i. e.,

Ŷ (k, n) = w
H(k, n)x(k, n), (8)

where w(k, n) is a complex weight vector of length M . It follows

from (5) and (7) that w(k, n) has to satisfy the linear constraints

w
H(k, n) a(k, ϕl) = G(k, ϕl), l ∈ {1, 2, . . . , L}. (9)

Moreover, the diffuse sound power and self-noise power at the fil-

ter’s output has to be minimized. The corresponding optimal weight

vector w(k, n) is derived in the next section. In the following, the

dependency of the weights w(k, n) on k and n is omitted for brevity.
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Fig. 1. Two arbitrary directivity functions & source positions

3. OPTIMAL SPATIAL FILTERS

3.1. Existing Spatial Filters

While the PSD φn(k, n) can be estimated during periods of silence,

φd(k, n) is commonly assumed unknown and unobservable. We

therefore consider two existing spatial filters that can be computed

without this knowledge.

The first spatial filter is known as a delay-and-sum beamformer

and minimizes the self-noise power at the filter’s output (i. e., maxi-

mizes the WNG) [1]. The optimal weight vector that minimizes the

mean squared error (MSE) between (7) and (8) subject to (9) is then

obtained by

wn = argmin
w

w
H
Φn(k, n)w

︸ ︷︷ ︸

wHw

s. t. (9). (10)

There exists a closed-form solution to (10) [1] that allows a fast com-

putation of wn. It should be noted that this filter does not necessarily

provide the largest directivity index (DI).

The second spatial filter is known as the robust superdirec-

tive (SD) beamformer and minimizes the diffuse sound power at the

filter’s output (i. e., maximizes the DI) with a lower-bound on the

WNG [22]. The lower-bound on the WNG increases the robustness

to errors in the propagation vector and limits the amplification of the

self-noise [22]. The optimal weight vector that minimizes the MSE

between (7) and (8) subject to (9) and satisfies the lower-bound on

the WNG is then obtained by

wd = argmin
w

w
H
Φd(k, n)w

︸ ︷︷ ︸

wH Γd(k,n)w

s. t. (9) (11)

and subject to a quadratic constraint wH w<β. The parameter β−1

defines the minimum WNG and determines the achievable DI of the

filter. In practice, it is often difficult to find an optimal trade-off

between a sufficient WNG in low signal-to-noise ratio (SNR) situa-

tions, and a sufficiently high DI in high SNR situations. Moreover,

solving (11) leads to a non-convex optimization problem due to the

quadratic constraint, which is time-consuming to solve. This is espe-

cially problematic in our application, since the complex weight vec-

tor needs to be recomputed for each k and n due to the time-varying

constraints (9).

3.2. Proposed Spatial Filters

The proposed spatial filter combines the benefits of the spatial filters

in the previous subsection, i. e., providing a high DI in situations

with high DNR, and a high WNG otherwise. The spatial filter is

only linearly constrained, which allows a fast computation of the

weights.
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The optimal weights w(k, n) to solve our problem in (8) are

found by minimizing the sum of the self-noise power and diffuse

sound power at the filter’s output, i. e.,

wnd = argmin
w

w
H [Φd(k, n) +Φn(k, n)] w s. t. (9). (12)

Using (3) and (4), the optimization problem can be expressed as

wnd = argmin
w

w
H [Ψ(k, n)Γd(k) + I]

︸ ︷︷ ︸

=J(k,n)

w s. t. (9), (13)

where

Ψ(k, n) =
φd(k, n)

φn(k, n)
(14)

is the time-varying input DNR at the array microphones. The solu-

tion to (13) given the constraints (9) is [23]

wnd = J
−1

A
[

A
H
J
−1

A
]
−1

g, (15)

where A(k, n)= [a(k, ϕ1) . . . a(k, ϕL)] contains the propagation

vectors for the L plane waves. The corresponding gains are given by

g(k, n)= [G(k, ϕ1) . . . G(k, ϕL)]
T. The estimation of Ψ(k, n) is

discussed in the next section.

4. PARAMETER ESTIMATION

Several parameters need to be estimated for the proposed approach in

Sec. 3.2. The DOAs ϕl(k, n) of the L plane waves can be obtained

with well-known narrowband DOA estimators such as ESPRIT [24]

or root MUSIC [25]. In the following, we discuss the estimation of

the input DNR Ψ(k, n).
To estimate Ψ(k, n), we propose to use an additional spatial fil-

ter which cancels the L plane waves such that only diffuse sound is

captured. The weights of this spatial filter are found by maximizing

the WNG of the array, i. e.,

wΨ = argmin
w

w
H
w (16)

subject to

w
H
a(k, ϕl) = 0, l ∈ {1, 2, . . . , L}, (17)

w
H
a(k, ϕ0) = 1. (18)

Constraint (18) ensures non-zero weights wΨ. The propagation vec-

tor a(k, ϕ0) corresponds to a specific direction ϕ0(k, n) being dif-

ferent from the DOAs ϕl(k, n) of the L plane waves. In the fol-

lowing, we choose for ϕ0(k, n) the direction which has the largest

distance to all ϕl(k, n), i. e.,

ϕ0(k, n) = argmax
ϕ

(
min

l
|ϕ− ϕl(k, n)|

)
, (19)

where ϕ ∈ [−π
2
, π
2
]. Given the weights wΨ, the output power of the

additional spatial filter is given by

w
H
Ψ Φ(k, n)wΨ = φd(k, n)w

H
Ψ Γd(k)wΨ

+ φn(k, n)w
H
Ψ wΨ. (20)

The input DNR can now be computed with (14) and (20), i. e.,

Ψ(k, n) =
wH

Ψ Φ(k, n)wΨ − φn(k, n)w
H
Ψ wΨ

φn(k, n)wH
Ψ Γd(k)wΨ.

(21)
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(b) Estimated Ψ(k, n) [dB]

Fig. 2. True and estimated DNR Ψ(k, n). The two marked areas

indicate respectively a silent and active part of the signal.

The required expected power of the microphone self-noise φn(k, n)
can for example be estimated during silence assuming that the power

is constant over time. Note that the proposed DNR estimator does

not necessarily provide the lowest estimation variance in practice

due to the chosen optimization criteria (16), but provides unbiased

results.

5. EXPERIMENTAL RESULTS

Let us assume L= 2 plane waves in the model in (1) and an ULA

with M=4 microphones with an inter-microphone spacing of 3 cm.

A reverberant shoebox room (7.0 × 5.4 × 2.4m3,RT60 ≈ 380ms)
was simulated using the source-image method [26, 27] with two

speech sources at ϕA = 86◦ and ϕB = 11◦, respectively (distance

1.75m, cf. Fig. 1). The signals consisted of 0.6 s silence followed

by double talk. White Gaussian noise was added to the microphone

signals resulting in a segmental signal-to-noise ratio (SSNR) of

26 dB. The sound was sampled at 16 kHz and transformed into the

time-frequency domain using a 512-point STFT with 50% overlap.

We consider the directivity function G1(ϕ) in Fig. 1, i. e., we

aim at extracting source A without distortions while attenuating the

power of source B by 21 dB. We compare the two spatial filters

in Sec. 3.1 and the proposed spatial filter in Sec. 3.2. For the ro-

bust SD beamformer (11), we set the minimum WNG to −12 dB.

For the proposed spatial filter (13), we estimate the DNR Ψ(k, n)
as explained in Sec. 4. The self-noise power φn(k, n) is computed

from the silent signal part at the beginning. The expectation in (2) is

approximated by a recursive temporal average over τ = 50ms.

5.1. Time-Invariant Directional Constraints

For this simulation, we assume prior knowledge about the two source

positions ϕA and ϕB. In all processing steps we used ϕ1(k, n) = ϕA

and ϕ2(k, n) = ϕB. Therefore, the directional constraints in (9)

and (17) do not vary over time.

Figure 2 shows the true and estimated DNR Ψ(k, n) as a func-

tion of time and frequency. We obtain a relatively high DNR during
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Fig. 3. DI and WNG of the spatial filters in Sec. 3. For wd, the

minimum WNG was set to −12 dB to make the spatial filter robust

against the microphone self-noise.

speech activity due to the reverberant environment. The estimated

DNR in Fig. 2(b) possesses a limited temporal resolution due to the

incorporated temporal averaging process. Nevertheless, the Ψ(k, n)
estimates are sufficiently accurate as shown by the following results.

Figure 3(a) depicts the mean DI for wn and wd (which are both

signal-independent), and for the proposed spatial filter wnd (which

is signal-dependent). For the proposed spatial filter, we show the DI

for a silent part of the signal and during speech activity [both signal

parts marked in Fig. 2(b)]. During silence, the proposed spatial filter

(dashed line wnd) provides the same low DI as wn. During speech

activity (solid line wnd), the obtained DI is as high as for the robust

SD beamformer (wd). Figure 3(b) shows the corresponding WNGs.

During silence, the proposed spatial filter (dashed line wnd) achieves

a high WNG, while during signal activity, the WNG is relatively low.

In general, Fig. 3 shows that the proposed spatial filter combines

the advantages of both existing spatial filters: during silent parts,

a maximum WNG is provided leading to a minimal self-noise am-

plification, i. e., high robustness. During signal activity and high

reverberation, where the self-noise is usually masked, a high DI is

provided (at cost of a low WNG) leading to an optimal reduction of

the diffuse sound. In this case, even rather small WNGs are tolera-

ble. Note that for higher frequencies (f > 5 kHz), all spatial filters

perform nearly identically since the coherence matrix Γd(k) in (11)

and (13) is approximately equal to an identity matrix.

5.2. Instantaneous Directional Constraints

For this simulation, we assume that no a priori information on ϕA

and ϕB is available. The DOAs ϕ1(k, n) and ϕ2(k, n) are estimated

with ESPRIT. Thus, the constraints (9) vary across time. Only for

the robust SD beamformer (wd) we use a single and time-invariant

constraint (9) corresponding to a fixed look direction of ϕA = 86◦.

This beamformer serves as a reference.

Figure 4 shows the estimated DOA ϕ1(k, n) and resulting gain

|G(k, ϕ1)|
2. The arriving plane wave is not attenuated if the DOA is

inside the spatial window in Fig. 1 (solid line). Otherwise, the power

of the wave is attenuated by 21 dB.
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Fig. 4. Estimated DOA ϕ1(k, n) and resulting gains G(k, ϕ1)

Table 1 summarizes the overall performance of the spatial filters

in terms of signal-to-interference ratio (SIR), signal-to-reverberation

ratio (SRR), and SSNR at the filter’s output. In terms of SIR and

SRR (source separation, dereverberation), the proposed approach

(wnd) and the robust SD beamformer (wd) provide the highest per-

formance. However, the SSNR of the proposed wnd is 6 dB higher

than the SSNR of wd, which represented a clearly audible bene-

fit. The best performance in terms of SSNR is obtained using wn.

In terms of PESQ, wnd and wd outperform wn. Using instanta-

neous directional constraints (as in this section) instead of time-

invariant constrains (as in Sec. 5.1, values in brackets) mainly re-

duced the achievable SIR, but provides a fast adaption in case of

varying source positions. Note that the computation time of all re-

quired complex weights per time frame was larger than 80 s for wd

(CVX toolbox [28,29]) and smaller than 0.08 s for the proposed ap-

proach (MATLAB R2012b, MacBook Pro 2008).

6. CONCLUSIONS

An informed linearly constrained minimum variance filter was pro-

posed that provides a desired spatial response for L sources being

simultaneously active for each time and frequency in a noisy and re-

verberant environment. The filter exploits instantaneous information

on the direction-of-arrival of L plane waves and on the diffuse-to-

noise ratio (DNR) at the filter input. The DNR information allows

us to design a filter that maximizes the white noise gain when the

DNR is low, and the directivity index when the DNR is high. Simu-

lations results demonstrate the practical applicability of the proposed

filter and DNR estimator.

SIR [dB] SRR [dB] SSNR [dB] PESQ

∗ 11 (11) −7 (−7) 26 (26) 1.5 (1.5)
wn 21 (32) −2 (−3) 33 (31) 2.0 (1.7)
wd 26 (35) 0 (−1) 22 (24) 2.1 (2.0)
wnd 25 (35) 1 (−1) 28 (26) 2.1 (2.0)

Table 1. Performance of all spatial filters [∗ unprocessed]. Values

in brackets refer to Sec. 5.1, otherwise Sec. 5.2. The signals were

A-weighted before computing the SIR, SRR, and SSNR.
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