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ABSTRACT

A novel method for blind estimation of the reverberation time (RT60)
is proposed based on applying spectro-temporal modulation filters
to time-frequency representations. 2D-Gabor filters arranged in a
filterbank enable an analysis of the properties of temporal, spectral,
and spectro-temporal filtering for this task. Features are used as
input to a multi-layer perceptron (MLP) classifier combined with a
simple decision rule that attributes a specific RT60 to a given utter-
ance and allows to assess the reliability of the approach for different
resolutions of RT60 classification. While the filter set including
temporal, spectral, and spectro-temporal filters already outperforms
an MFCC baseline, the error rates are further reduced when relying
on diagonal spectro-temporal filters alone. The average error rate
is 1.9% for the best feature set, which corresponds to a relative
reduction of 58.3% compared to the MFCC baseline for RT60s in
0.1 s resolution.

Index Terms— Blind reverberation time estimation, spectro-
temporal modulation, 2D Gabor filterbank

1. INTRODUCTION

The effect of reverberation significantly decreases the perceived
speech quality [1] and speech recognition accuracy [2], especially
in distant microphone scenarios. This is caused by multi-path prop-
agation of an acoustic signal from its source to the microphone,
usually represented by the room impulse response (RIR). Rever-
beration time (RT60) is an important characteristic of the RIR; it is
defined as the time interval for a 60 dB decay of the sound energy
after switching off the sound source and is commonly used as a
necessary input for dereverberation techniques in the field of speech
enhancement [3, 4] and for automatic speech recognition (ASR)
systems [5, 6]. The reverberation time strongly correlates with the
amount of perceived reverberation [7].

Different approaches for RT60 estimation have been proposed
in the literature. Schroeder [8] introduced the backward integration
method to estimate RT60 directly from a measured RIR in 1965.
A method to obtain RT60 from a sound decay by using interrupted
noise is described in [9]. Recently several algorithms for blind RT60
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estimation have been developed, which estimate RT60 from the ob-
served reverberant speech signal without knowledge of the room ge-
ometry or a reference signal. Based on the spectral decay distri-
bution of the reverberant signal, RT60 is predicted in [10] by esti-
mating the decay rate at each frequency band in the discrete Fourier
transform (DFT) domain. A comparison of energies at high and low
modulation frequencies, the so-called speech-to-reverberation mod-
ulation energy ratio (SRMR), which is highly correlated to RT60 is
evaluated in [11]. In [12] a blind RT60 estimation is achieved by
a statistical model of the sound decay characteristics of reverberant
speech. This work was extended by [13] using a pre-selection mech-
anism to detect plausible decays and a subsequent application of a
maximum-likelihood (ML) criterion to estimate RT60 in the time
domain.

Motivated by the progress that has been achieved using artificial
neural networks in machine learning tasks, [14] proposed another
method to estimate RT60 blindly from trained reverberant speech,
for which short-term root-mean square (RMS) values of speech sig-
nals were used as the neural network input. In [15] an adaptive hid-
den Markov model (HMM) was used to determine RT60 within an
iterative search of the HMM sequence ML by decreased or increased
RT60 values based on an initial RT60 estimate. An RT60 classifier
based on Gaussian mixture models (GMMs) using mel-frequency
cepstral coefficient (MFCC) features [16] as input has been intro-
duced by [6] to estimate the late reverberation energy for ASR sys-
tems. However, these studies are either restricted by the energy en-
velope of the word-level speech utterance that is easily corrupted
by e.g. speech tone bursts or fluctuating noise, or do not report the
actual performance of RT60 estimation, e.g. in terms of the error
rate. In this study, an alternative approach for blind RT60 estimation
is presented and evaluated on the basis of spectro-temporal modu-
lation filtering in the short-time Fourier transform (STFT) domain.
Since reverberation results in a modulation spectrum that is shifted
towards lower modulation frequencies [17], we expect these changes
to be reflected in the output of a spectro-temporal filterbank. The
output of this filterbank is used as input to an artificial neural net-
work with one hidden layer (multi-layer perceptron, MLP), which is
trained for blind estimation of RT60s. The spectro-temporal mod-
ulation features are obtained using a two-dimensional (2D) Gabor
filterbank that has been shown to result in robust features that have
successfully been applied to speech classification [18, 19, 20].

The remainder of this paper is organized as follows: Section 2
introduces the 2D Gabor filterbank and describes the effect of rever-
beration on the filterbank output. The MLP classifier and the deci-
sion rule that converts the MLP-output from frame-wise to utterance-
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wise are briefly described in Section 3. The experimental procedure
and results are presented in Section 4 for the proposed RT60 estima-
tion. The discussion and summary in Section 5 conclude the paper.

2. 2D GABOR FILTERBANK

Physiological measurements in the primary auditory cortex of dif-
ferent mammal species showed that neurons are sensitive to spe-
cific spectro-temporal patterns (e.g. the neurons exhibit high firing
rates only when a specific modulation frequency is represented in
the stimulus), which are referred to as spectro-temporal receptive
fields (STRFs). 2D Gabor filters have been successfully applied for
modeling STRFs [21], which motivated their use as front-end for
auditory-inspired robust ASR [18, 20]. This is achieved by filtering
a time-frequency representation (in our case a log-mel-spectogram)
with several filters, with the aim of explicitly capturing spectro-
temporal modulations (e.g. diagonal patterns in the spectrogram).

In the present study, we rely on the filterbank outlined in [20]
that is based on Gabor filters, represented as follows,

G[]C, n] = Scarr[kyn] . henv[k7n] ) (1)
Scarr[k,n] = exp [iwk(k — ko) + iwn(n — no)], 2)
_ e 2m(k — ko)

henv[k,n] = 0.5—0.5-cos |:7Wk ) }
) 2m(n — no)
cos {7% — } NG

where k£ and mn denote the spectral and temporal indices, and
Wy, W, are the envelope window lengths with the center indices
ko, no, respectively. The periodicity of the carrier function is de-
fined by the radian frequencies wy, wy,, which allow the Gabor
filters to be tuned to particular directions of spectro-temporal mod-
ulation. Purely spectral and temporal modulation filtering can be
performed by choosing wr = 0 or w, = 0, respectively.

The temporal and spectral modulation frequencies have been
found to be relevant in speech and signal processing applications,
which cover temporal modulations from 2 to 25 Hz and spectral
modulations from -0.25 to 0.25 cycle/channel, respectively. The
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Fig. 1. Real component of the Gabor filterbank set [22], which con-
tains 59 Gabor filters for different spectral, temporal and spectro-
temporal modulation frequencies.
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spacing of the filters is chosen so that all filters evenly cover the
modulation frequency domain which results in an unbiased repre-
sentation of the frequencies. The resulting filters as used in [22] are
shown in Fig. 1. Filtering the log-mel-spectrogram (23 frequency
channels) with all 59 filters results in a very high feature dimension-
ality (23 x 59 = 1357), which is reduced to 449 dimensions by per-
forming a subsampling of frequency channels. For filters with a large
spectral extent, highly-correlated values are obtained for neighbor-
ing channels of the filter output. A reduction is achieved by selecting
only the center frequency channel and the channels with a distance
of k- % where S is the spectral extent of the filter. This is performed
for each Gabor filter, and the individual filter outputs are stacked to
form the final feature vector.
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Fig. 2. (a) RIRs with RT60s of 0.1, 0.4 and 0.8 s at 8 kHz sampling
rate; (b) reverberant signal from clean digit utterance “two, seven,
five” with RIRs w.r.t. (a); (c) the corresponding log-mel-spectrogram
of (b); (d) the output feature coefficients by one purely spectral (left),
one spectro-temporal (mid) and one purely temporal (right) Gabor
filter from Fig. 1 (-0.03 cycle/channel and 3.9 Hz ).

Fig. 2 exemplary shows how the output of the Gabor filter-
bank is affected by RIRs with different RT60s. It can be seen from
Fig. 2 (c) that reverberation smears the spectrogram in both spectral
and temporal modulation domains. Row (d) shows examples of the
filter output after processing with a purely spectral (left), a spectro-
temporal (mid) and a purely temporal (right) filter, respectively. All
of them are affected by the reverberation caused by the RIRs having
different RT60s shown in row (a). In general, shifting and compres-
sion effects on the feature values by reverberation can be observed.
It seems that the shifting plays a dominant role for spectral modu-
lation filtering as RT60 increases, while the compression of energy
seems to be the dominating factor for temporal modulations. Both
effects can be observed for the spectro-temporal modulation filter.
These hints at the discriminative power of the filters incorporated
in the filterbank for RT60 estimation are analyzed in the following
sections.

3. SPEECH DATA AND CLASSIFIER

Multi-layer perceptrons (MLPs) belong to the class of feedforward
artificial neural network models and serve as classifier converting the



input features to posteriori probabilities for different classes of RT60
values. The final (frame-wise) classification result is obtained with
a simple winner-take-all decision rule that is attributed to the whole
input utterance.

The MLP is trained with the backpropagation algorithm [23].
The number of neurons in the input layer is 449 (Gabor feature com-
ponents) X 9 (frames of temporal context). The number of hidden
units is 160, while the number of output units depends on the amount
of RT60 classes to estimate. The parameters for temporal context
and the number of hidden units were the same as for the ASR ex-
periments in [22], i.e. they were not optimized for a specific feature
set used in this study. MLP training is carried out with a reverber-
ated version of Aurora 2 [24] with frame-wise labels for the RT60
corresponding to that utterance. After the training procedure, frame-
wise posterior probabilities for each class are obtained by the MLP
forward run, where frame-wise probabilities for each RT60 class are
merged to a single decision by temporal application and application
of a winner-take-all decision rule, as shown in Fig. 3 for instance.

(a) MLP output (b) mean value across frames
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Fig. 3. Visualization of the decision rule applied to convert the
frame-wise MLP-output (left, color denotes class probability) to a
RT60 class for each utterance. The mean value of the probabilities
across time frames is calculated for each RT60 class, and the class
with the maximum class probability is chosen. For the seven-class
problem shown here, possible RT60 values range from 0.05 to 3.2 s.

4. EXPERIMENTS AND RESULTS

In order to generate the reverberant speech database with various
RT60s for MLP training, the noise-free part of the Aurora 2 cor-
pus [24] is chosen as the prototype to convolve with different RIRs.
It contains 8440 digit utterances for training and 4004 for testing
at sampling rate of 8 kHz. The RIR generator for different RT60s
is implemented based on the image method proposed in [25] (3
examples being shown in Fig. 2 (a)). Overlapping speech segments
of 25 ms with 10 ms shift are applied for feature extraction by the
real part of 2D Gabor filters, where the spectro-temporal modulation
filtering is separated into 5 groups from Fig. 1, i.e. (i) purely spectral
modulation by 5 Gabor filters (dimension of 35), (ii) purely temporal
modulation by 7 Gabor filters (dimension of 7), (iii) combination
of (i) and (ii) (dimension of 41), (iv) spectro-temporal modulation
excluding (i) and (ii) (dimension of 408), and (v) spectro-temporal
modulation including (i) and (ii) (dimension of 449). As a com-
parison, the baseline MFCC [16] with delta and double-delta coef-
ficients (dimension of 39) is employed in our experiments. MLP
implementation is provided by the QuickNet software package
(c.f. http://www 1.icsi.berkeley.edu/Speech/qn.html).

Fig. 4 gives an overview of the experimental setup for RT60
estimation in MLP network. The reverberant database is generated
by convolution of the clean utterances and RIRs with different RT60s
(x = s % h), which are then converted to features f and used to train
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Fig. 4. Overview of the experimental setup for RT60 estimation.
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and forward-run the MLP. The frame-wise probabilities p for the
RT60 classes are subject to the decision rule, effectively producing a
decision for the utterance, as illustrated in Fig. 3.

4.1. RT60 Estimation Accuracy

To evaluate the RT60 estimation accuracy based on spectro-temporal
processing, RIRs with 7 different RT60s are used in this experiment,
i.e. {0.05, 0.1, 0.2, 0.4, 0.8, 1.6, 3.2} s, resulting in 7 classes for
MLP labeling. We present two measures to assess the accuracy: the
absolute error rate (ER), as well as the maximal mean probability
that reflects the certainty of the classifier. Fig. 5 shows estimation
ERs below 0.5% and maximal mean probabilities around 0.9 for
purely spectro-temporal (iv) and the complete filter set (v), reduc-
ing the baseline ERs by more than 56% relative on average. Com-
pared all other feature sets, purely spectral (i) and temporal (ii) fil-
tering alone strongly increase ERs. Even though the purely spectral
and purely temporal filtering are combined together, the results for
set (iii) are not comparable to the sets including spectro-temporal
filtering. However, the results show a complementarity of spectral
and temporal modulations for the analyzed range of RT60s. The in-
creasing ER with ascending RT60 values for set (i) indicates that
pure spectral features are not sensitive to longer RT60s, e.g. >0.4 s.
On the other hand, purely temporal features (ii) become more dis-
criminative with longer RT60s. We assume that reverberation for
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Fig. 5. (a) RT60 estimation ER for the trained RIRs from 0.05 to
3.2 s increasing at a factor of two for different feature extraction
methods; (b) the corresponding maximal mean probabilities from
MLP output for the class decision.



RT60s <0.4 s has a predominant effect on spectral modulations,
while RT60s with higher values have a stronger effect on tempo-
ral modulations. This may also indicate that shifting effect on the
spectro-temporal features should be paid more attention for small
reverberation with short RT60s, and compression effect needs more
analysis for large reverberation with long RT60s, corresponding to
Fig. 2 (d).

feature error rel. max. rel.
methods rate imp. | mean prob. imp.
MFCC 0.64 0.0 0.70 0.0

purely spectral (i) 10.37  -1520 0.80 14.3
purely temporal (ii) 13.28 -1975 0.46 -34.3
combined set (iii) 6.99 -992 0.83 18.6
spectro-temporal (iv) | 0.14 78.1 0.90 28.6
complete filter set (v) | 0.28 56.3 0.91 30.0

Table 1. Average ERs [%] and maximal mean probabilities, as well
as the respective relative improvements [%] according to Fig. 5.

Table 1 presents the estimation ERs averaged over the RT60
classes and the corresponding maximal mean probabilities, as well
as the relative improvements compared to the MFCC baseline. The
results show that combination of the purely spectral and purely tem-
poral filters improves the estimation performance slightly, compared
to the purely spectral or temporal filtering alone. The filter set with
spectro-temporal filters only performs best. The complete filter set
is still better than the baseline system, but the inclusion of purely
temporal and spectral filters (iv) somewhat increases ERs. Although
MFCCs perform a spectral modulation filtering and also a temporal
filtering (due to the inclusion of deltas and double-deltas), which can
be described as a (separable) spectro-temporal filter, it seems that the
explicit spectro-temporal processing capturing diagonal structures is
an important aspect for this task, highlighted by the relative improve-
ment of 78.1% over the MFCC baseline.

4.2. Resolution of RT60 Estimation

Depending on the application using the RT60 estimate, the required
resolution for the RT60 estimate differs. In this experiment we eval-
uate the properties of the proposed algorithm based on the afore-
mentioned results considering high RT60 resolutions. We chose the
best performing filter sets (iv) and (v), as well as the MFCC baseline
for this assessment. Two higher resolution sets of RT60s for equally
spaced RIRs were generated using the method described above with
RT60s ranging from 0.1 to 1.0 s at a 0.1 s-stepsize, with the corre-
sponding 10-class labels for MLP-training and testing, respectively.
Please note that direct-to-reverberant energy ratio (DRR) was kept
the same for RIRs with identical RT60.

feature error  rel. max. rel.
methods rate  imp. | mean prob. imp.
MFCC 456 00 0.46 0.0
spectro-temporal (iv) | 1.90  58.3 0.68 47.8
complete filter set (v) | 3.81 16.5 0.69 50.0

Table 2. Average ERs [%] and maximal mean probabilities, as well
as the relative improvements [%] according to Fig. 6 (where maximal
mean probability plot is omitted due the same trend as Fig. 5 (b)).

As shown in Fig. 6 (a), results are consistent with ERs reported
in Section 4.1. The spectro-temporal set (iv) still performs best,
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Fig. 6. RT60 estimation performance for the trained RT60s from
0.1 to 1.0 s with stepsize of 0.1 s. (a) estimation ER with spectro-
temporal (iv), complete filter set (v) and MFCC; (b) error distribu-
tions of estimated RT60s versus true RT60s (Diagonal elements have
been set to O for visibility of the error rates).

with an average ER of 1.9% (cf. Table 2), and inclusion of tem-
poral/spectral filters (v) results in ERs between filter set (iv) and the
MFCC baseline. The confusion matrices in Fig. 6 (b) show that a
very small RT60 estimation variance can be achieved by the spectro-
temporal set (iv). It is also of interest to notice that the performance
of RT60 estimation in Table 2 decreases compared to the previous
experiment results in Table 1. This can be explained by the fact that
discrimination amongst the spectro-temporal features is reduced by
the more similar reverberation effects in a higher RT60 resolution.

5. DISCUSSION AND SUMMARY

This contribution presented an alternative method for blind RT60 es-
timation by applying spectro-temporal modulation filtering using a
multi-layer perceptron (MLP) as classifier. Spectro-temporal modu-
lation filtering has been applied as a robust estimator for RT60s from
a reverberant speech signal. An average error rate of 1.9% (com-
pared to an error rate of 3% but within 0.1 s estimation tolerance
mentioned in [14]) indicates a significant improvement achieved by
the proposed RT60 estimation method. Furthermore, the computa-
tional complexity is reduced compared to [14] in which an additional
second decision-based watchdog neural network was used. Evalua-
tions for various RIRs with different RT60s address more detailed
performance analysis than e.g. in [15, 6], that focus on the acoustic
model adaptation using an approximated RT60 estimation in ASR
systems. The proposed method is characterized by small variance of
the estimations errors which makes the results comparable to state-
of-the-art blind RT60 estimation approaches [10, 11, 13, 26] (of
interest also refer to [27] with results of performance comparison
amongst these state-of-the-art schemes).

Compared to the purely spectral and purely temporal modula-
tion filter sets, such as MFCCs, spectro-temporal modulation filters
are sensitive (and hence discriminative) in presence of reverberation
over a wide range of RT60s. While purely spectral and temporal fil-
ters had a detrimental effect on the overall performance, it is interest-
ing to note that these filters have complementary properties, i.e. are
either sensitive to long or short RIRs. Due to the reliable RT60 es-
timation results the proposed method is suitable for dereverberation
in speech enhancement and/or robust ASR systems.
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