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ABSTRACT

A computational model for prediction of localisation uncertainty of
phantom auditory sources is proposed. The interaural level and time
difference pairs due to point sources in free field are used as a ref-
erence. The mismatch between these “natural” pairs and interaural
time and level difference pairs elicited by phantom sources is quan-
tified by means of the 0.5-norm distance, which is justified on psy-
choacoustic grounds. The model is validated by results of subjective
listening tests, achieving a high level of correlation with experimen-
tal data.

Index Terms— Auditory model, perception, simulation, natu-
ralness, locatedness, localisation, multichannel audio.

1. INTRODUCTION AND RELATED WORK

Subjective listening experiments are the most reliable method
for studying perceptual auditory phenomena, but they require
very careful design and carrying them out is expensive and time-
consuming [1]. Computational models provide a fast and repeatable
alternative. However finding reliable models is very challenging due
to the complexity of the human auditory system.

Computational models are not only useful for predicting the
outcome of otherwise cumbersome listening experiments. Finding
models that correctly replicate experimental results can, to some
extent, shed some light into the principle of sound processing in the
auditory system. Towards understanding spatial hearing, a number
of models have been developed over the past sixty years. The first
notable attempt in this direction was made by Jeffres in 1948 [2].
He hypothesised that sound source localisation is governed by a
mechanism of running cross-correlation between the two ear sig-
nals. While Jeffres’ model is still considered to be an adequate way
of measuring interaural differences in wavefront arrival times (ITD),
it does not account for the other important cue in source localisation,
i.e. interaural level differences (ILD) [3]. In the 1980s Linde-
mann proposed a model that incorporates this information in the
cross-correlation mechanism by means of physiologically plausible
inhibitory elements [4].

Gaik [5] extended this model further based on the observation
that interaural level and time differences due to natural sources (i.e.
point-like sources in free field) come in specific pairs. For instance
the ILD and ITD values for a source on the median plane are both
small. On the other hand, for a source to the right/left, both ILD and
ITD are high; in these cases the sound wave arriving at the far ear is
both attenuated (because of head shadowing) and delayed (because
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of propagation time) compared to the sound wave arriving to the ear
closer to the sound source.

Unnatural ILD-ITD combinations can be delivered artificially
through headphones. Gaik observed that in these cases the width
of the auditory event increases and sometimes two separate events
are reported [5, 3]. These unnatural conditions can arise also in
cases other than headphones presentation, creating the impression
of the diffuseness of the sound source and uncertainty about its loca-
tion. This is the case for most sparse multichannel reproduction sys-
tems where a small number of loudspeakers (the simplest case being
stereophony) are used to give the impression of an acoustic source
located somewhere between them [3]. Quantifying the mismatch
between the reproduced ILD-ITD pairs and the ones associated to
natural sources is therefore of particular interest for the design of
multichannel technologies.

A study presented by Pulkki and Hirvonen in [6] goes in this
direction. For a given multichannel system they find the angle of
the closest natural source in terms of ILD and ITD, separately. This
model can give some useful predictions when these two angles co-
incide. However, in most cases the ILD and ITD cues provide con-
tradicting information, and therefore the model output is hard to in-
terpret [6]. As in [6] we also assume that the auditory system uses
the natural ILD-ITD pairs as reference points. However we propose
a novel way of using the ILD and ITD cues jointly. In order to cal-
culate the discrepancy between the natural ILD-ITD pairs and the
measured ones, we use the 0.5-norm distance, and we justify this
choice on psychoacoustic grounds. On the basis of this distance, the
model yields predictions of localisation uncertainty.

The paper is organised as follows. In Section 2 the proposed
computational model is described. The model is then validated in
Section 3 by means of a comparison with experimental data. Con-
clusions are drawn in Section 4.

2. COMPUTATIONAL MODEL

The proposed computational model measures the localisation uncer-
tainty of phantom images by means of a distance between the ILD-
ITD pairs in critical bands of hearing associated to natural sources
and ILD-ITD pairs elicited by systems under investigation. To this
end, first a methodology for calculating ILD and ITD values in crit-
ical bands is developed. The same methodology will be used to
calculate the ILD-ITD pairs due to natural sources as well as the
ILD-ITD pairs due to signals produced my multichannel audio sys-
tems. Once a reference database of natural ILD-ITD pairs is built,
a distance measure which quantifes the discrepancy between natural
and stereophonic pairs in individual critical bands needs to be de-
fined. Finally, these distance functionals are aggregated across criti-
cal bands to obtain the overall prediction of localisation uncertainty.

388978-1-4799-0356-6/13/$31.00 ©2013 IEEE ICASSP 2013



2.1. Calculation of ILD and ITD pairs

The ILD and ITD values are calculated as follows. Acoustic sources
are modelled as point sources in the free field. The source-to-ear
transfer functions are obtained using the spherical head model pro-
posed by Duda and Martens [7]. This model provides a reasonable
approximation of the diffraction around the head and has the advan-
tage of providing the response for sources in any given direction.
Databases of head-related transfer functions (HRTF), on the other
hand, provide data only in a discrete number of directions [8], usu-
ally with a resolution of no more than 5 degrees.

The frequency range where the model operates is chosen accord-
ing to the following considerations. The experimental evidence sug-
gests that humans use two main mechanism for source localisation
that are to a certain degree independent from one another [3, p.173].
The first interprets the interaural time shifts between the signals’ fine
structure and uses signal components below 1.6 kHz. The second
interprets the interaural level differences and time shifts of the en-
velopes jointly. Between these two mechanism, the latter seems to
be the dominant one for signals with significant frequency content
above 1.6 kHz. Based on these considerations, we assume that the
most significant contribution to localisation uncertainty comes from
inconsistencies between the interaural cues above 1.6 kHz.

The response of the cochlea is modelled using a gammatone
filter-bank [9] with 24 centre frequencies equally spaced on the
equivalent rectangular bandwidth (ERB) scale between 1.6 kHz and
15 kHz [10]. Each bandpass signal is processed using Bernstein’s
model of neural transduction [11]. The resulting signals are then
fed to 24 binaural processors that calculate the ILD and ITD val-
ues. The ILD is calculated as the energy ratio of the left and right
channels [12]. The ITD is selected as the location of the maximum
of the cross-correlation function evaluated over time lags between
[−0.7, 0.7] ms [5, 12].

All in all, the model produces a set of 24 ILD-ITD pairs for a
given input. In the next section we examine the position of these
pairs when the input is due to a natural source.

2.2. ILD-ITD pairs for natural sources

In Figure 1 we show the ILD-ITD pairs corresponding to 181 nat-
ural sources uniformly spaced between [−π/2, π/2] (relative to the
look direction) in the horizontal plane. The stimuli used to obtain
these pairs are pink noise samples that are 500 ms long. Two main
observations can be made. First, as described qualitatively in the
introduction, the interaural cues are highly correlated. This is due
to the concurrent effect of propagation and diffraction around the
head [5]. Second, for sources outside the median plane, the ILD val-
ues increase with frequency. This is due to the increasing shadowing
of the head with decreasing wave lengths [5].

Notice that the curves in Figure 1 appear compressed along the
ordinate axis as compared to the ones reported by Gaik in [5]. This is
due to the fact that Gaik calculated the ILD directly on the bandpass
signals after the gammatone filtering. As in [12] we calculate the
ILD on the signals after the neural transduction step, which is more
plausible physiologically.

As in [6] and [12] we hypothesise that the auditory perspective
is formed using the natural ILD-ITD pairs as reference points. The
question that arises then is how to quantify the mismatch between
given ILD-ITD pairs and the natural ones, or, in other words, how to
calculate the distance between them. This is the subject of the next
subsection.

−10

0

10

−10

0

10

−10

0

10

−10

0

10

−10

0

10

−0.5 0 0.5
−10

0

10

−0.5 0 0.5 −0.5 0 0.5 −0.5 0 0.5

In
te

ra
ur

al
 L

ev
el

 D
iff

er
en

ce
   

   
   

[d
B

]

Interaural Time Difference         [ms]

1.60 kHz 1.77 kHz 1.95 kHz 2.15 kHz

2.37 kHz 2.61 kHz 2.88 kHz 3.16 kHz

3.48 kHz 3.82 kHz 4.19 kHz 4.60 kHz

5.05 kHz 5.53 kHz 6.07 kHz 6.65 kHz

7.28 kHz 7.98 kHz 8.74 kHz 9.56 kHz

10.47 kHz 11.46 kHz 12.53 kHz 13.71 kHz

Fig. 1. The figure shows the ILD-ITD pairs associated to point-
like sources in free field within each critical band. Each point cor-
responds to one of 181 natural sources uniformly spaced between
[−π/2, π/2] (relative to the look direction) in the horizontal plane.

2.3. Distance between ILD-ITD pairs

Let us denote the ILDs and ITDs in individual critical bands by ∆Li
and ∆τi, respectively, where i is the index of the critical band. The
ILD and ITD associated to a natural source in the horizontal plane
will be denoted as ∆Li(θ) and ∆τi(θ), respectively, where θ is the
angle formed between the natural source and the listener’s look di-
rection.

In order to combine the information of ILD and ITD cues across
different bands, we first normalise ∆Li and ∆τi to the maximum
natural values in the corresponding critical band, to obtain

δLi =
∆Li

maxθ |∆Li(θ)|
, δτi =

∆τi
maxθ |∆τi(θ)|

. (1)

The natural values ∆Li(θ) and ∆τi(θ) are normalised in the same
way and are denoted as δLi(θ) and δτi(θ), respectively. Note that
while δLi(θ) ∈ [−1, 1] and δτi(θ) ∈ [−1, 1], generic δLi and δτi
can take values outside the range [−1, 1].

We need now to find a distance functional between generic
{δLi, δτi} and natural {δLi(θ), δτi(θ)} pairs according to some
meaningful psychoacoustic criterion. There is experimental ev-
idence that unnatural ILD-ITD combinations often trigger split
auditory events [5]. More specifically, trained subjects report that
one event (commonly referred to as “time image”) is closely coupled
with the ITD for its direction, while the other (“intensity image”)
depends on both ILD and ITD [3, p.170].

Consider the distance defined by the p-norm ||x||p =
(∑

i |xi|
p
) 1

p .
Unit spheres according to different p norms in IR2 are illustrated
in Figure 2a for p = 2, 1, 0.5. For p = 2, an unnatural point
{0.5,−0.5} results in the closest natural pair being {0, 0} (see Fig-
ure 2b). The 1-norm has the potential to find a closest pair further
away from the centre, however, the 0.5-norm distance results in two
sharp minima, one of which is centred in the direction correspond-
ing to the ITD cue, compatible with the psychoacoustic evidence
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Fig. 2. Figure 2a shows the set of points (x, y) with unit distance from the centre for different p-norms, with p = 2, 1, 0.5. The normalised
ILD and ITD are shown in Figure 2b for the 15th critical band. Figure 2c shows the distance between the point {δL15, δτ15} = {0.5,−0.5}
and the natural points {δL15(θ), δτ15(θ)} as a function of θ for different distance functions.

(see Figure 2c). Other values of p close to 0.5 would also be accept-
able. In the next section we show that, even without careful tuning,
the model is capable of predicting experimental data accurately.

Notice that the p-norm ||x||p and the associated distance ||x −
y||p do not satisfy the triangular inequality for p < 1. It can be
proven, however, that ||x − y||pp satisfies all the properties of a dis-
tance metric [13, p.301]. Therefore, for each of the critical bands we
create the distance function di(θ), given by

di(θ) = |δLi − δLi(θ)|0.5 + |δτi − δτi(θ)|0.5 , (2)

to quantify the distance between a considered pair {δLi, δτi} and
pairs {δLi(θ), δτi(θ)} corresponding to natural sources at angles θ.

2.4. Quantifying the localisation uncertainty

In order to quantify the localisation uncertainty we proceed as fol-
lows. First, for each critical band a score function Γi(θ) of perceiv-
ing a sound source in direction θ is formed by flipping the corre-
sponding distance function as

Γi(θ) = max
θ

(di(θ))− di(θ) . (3)

Next, we need to combine the information associated with differ-
ent critical bands. The mechanisms governing this stage of percep-
tion are generally regarded as very complex, and are not well un-
derstood [6, 3]. Hence we conservatively choose the overall score
function as the simple average of the individual Γi(θ):

Γ(θ) =
1

N

N−1∑
i=0

Γi(θ) , (4)

where N is the number of critical bands. In practical cases the ILD-
ITD pairs of natural sources will be known for a discrete number of
directions, which we denote as θk. The aggregated score function is
then normalised according to

γ(θk) =
Γ(θk)∑
m Γ(θm)

(5)

so that its sum across all angles is equal to one,
∑
k γ(θk) = 1. This

normalised function can be interpreted as proportional to the likeli-
hood that an auditory event will be perceived in direction θ. From

this perspective, a uniform γ(θ) would result in a maximally uncer-
tain (diffuse) event. Based on this information-theoretic analogy, we
define the localisation uncertainty as the entropy of γ(θ):

H = −
∑
k

γ(θk) loge γ(θk) (6)

Notice that H could have been defined in various other ways.
For instance, the score function (4) could have been chosen as
1/
(∑

i di(θ)
)
. In this case, however, the score function due to a

natural source would be (with abuse of notation) δ(θ). The local-
isation uncertainty H would in turn be equal to zero regardless of
the direction θ, which is not in agreement with the experimental
evidence showing that natural sources on the side result in higher
localisation blurs [3]. On the other hand, the steps (3)-(4) correctly
lead to the property that for natural sources H , and therefore lo-
calisation uncertainty, depends on θ. An alternative choice for H
could be to define it as the average of the entropy calculated on
the individual score functions of each critical band. However, that
would not account for inconsistencies between critical bands, which
are likely to increase localisation uncertainty.

3. COMPARISON WITH EXPERIMENTAL DATA

3.1. Locatedness experiment

In [14] a subjective listening test with 19 subjects was carried out.
The test methodology was similar to that of MUSHRA [15] tests
were the different stimuli are compared and graded at the same time.
The perceptual attribute studied in this experiment was the source
locatedness. Blauert defines locatedness as the “degree to which an
auditory event can be said to be clearly perceived in a given direc-
tion” [3]. The subjects answered the question “How certain are you
of the direction of the source” by giving a score on a continuous
scale from 0 to 100. The scale was divided in five equal intervals
labeled as “I am certain”, “I have a slight doubt”, “I have a doubt”,
“I am really not sure” and “I have no idea” [16].

The test was carried out in an audio booth using the setup shown
in Figure 3. The experiment compared four synthesised multichan-
nel technologies:
TPL Tangent panning law [17].
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Fig. 3. The test setup for the locatedness experiment. The five
uniformly spaced white loudspeakers form the reproduction system.
The three dark loudspeakers in front of the listener are the acoustic
pointers. Two listening position are considered. One in the centre
looking in the midline direction between LL and LR. The second is
30 cm off-centre, and more specifically 30/

√
2 cm behind and to the

left of the central position. Adapted from [14].

HOA Near-field corrected second-order Ambisonics with mode-
matching decoding at low frequency and maximum-energy
decoding at high frequency (cut-off frequency of 1200 Hz)
[18, 19, 20].

HOA–in-phase Second-order Ambisonics with in-phase decod-
ing [21].

TID The quasi-coincident microphone array proposed in [14],
based on fitting of time-intensity psychoacoustic curves.

In order to assess the systems’ performance under different con-
ditions, the test was repeated for three source directions and two
seating positions as shown in Figure 3. The three source directions
corresponded to the direction of the acoustic pointers shown in Fig-
ure 3, labelled in the following as “left”, “middle” and “right” direc-
tions, respectively.

Two anchors were included among the systems to grade. One
was the unprocessed signal reproduced by the acoustic pointer alone,
and the other was a diffuse case where the five loudspeakers radiated
the unprocessed signal convolved with uncorrelated 10 ms long se-
quences [22]. Each subject ran a training session before the actual
test in order to familiarise with the different stimuli to be graded. The
presentation order was randomised and the subjects did not know
which system (or anchor) they were grading at any given time.

3.2. Results

The experimental setup described in Section 3.1 was replicated via
simulations. Notice that, due to the symmetry of the setup in the
central listening position, the simulated eardrum signals for the case
of middle incidence direction are identical. This case is not included
in the comparison. In fact, given identical signals, the model output
would be equivalent to that of a natural source. The real subjects, on
the other hand, could distinguish the two cases because their heads
were not physically constrained [3].

The Pearson correlation between the subjective locatedness
scores and the calculated localisation uncertaintiesH is−0.94, con-
firming that the model predictions are strongly correlated with the
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Fig. 4. Comparison of the listening experiment results from [14]
with the localisation uncertainty predicted by the model. Notice the
two different axes. The left axis is relative to the experimental data,
while the right one is relative to the model predictions. The two axes
were aligned and scaled using the linear regression of the two data
sets (Pearson correlation is−0.94). The error bars represent the 95%
confidence intervals of the mean locatedness score.

experimental data. The subjective scores and model predictions are
compared side by side in Figure 4. In all cases except one (HOA in
the central position) the model predictions are within the 95% confi-
dence intervals of the experimental data. Similar results are obtained
if the spherical head model is replaced with measured HRTFs [8].
Fine tuning of the p-norm distance is also not critical, as long as p
is smaller than 1. In particular, values of p between 0.2 and 0.6 all
give correlation coefficients close to −0.94. A correlation of −0.84
is obtained with the Manhattan distance. The Euclidean distance, on
the other hand, yields a much weaker correlation of −0.56.

Note that the time of arrival difference between loudspeakersLR
and LSL in the off-centre position is approximately 1.6 ms, which
is above the 1 ms threshold where the law of the first front is in
effect [3, 23]. The signal emitted by LSL for the HOA system is not
negligible. The predicted uncertainty is accurate in this case as well,
although the proposed model (similarly to [6]) does not incorporate
inhibitory mechanisms [3], which are thought to be at the base of
the law of the first front [4]. This may not be true in general, and
therefore the model predictions should be considered reliable only
for arrival delays below 1 ms.

4. CONCLUSIONS

A computational model for the prediction of the localisation uncer-
tainty was proposed. A novel way of using a joint representation of
ILD and ITD cues was suggested. The mismatch between reference
natural ILD-ITD pairs and those measured in experiments with mul-
tichannel audio systems was calculated using the 0.5-norm distance,
and this choice was motivated on psychoacoustic grounds. On the
basis of this distance, a score function was calculated, which was in-
terpreted as the likelihood of an auditory event being perceived in a
given direction. The localisation uncertainty was then calculated as
the entropy of the normalised score function. The model was vali-
dated by means of comparison with experimental data. It was found
that model predictions achieved a very high correlation with results
of subjective listening tests.
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