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ABSTRACT

Ambisonics uses a well-respected soundfield representation and thus

may become a standard in soundfield transmission, storage, and re-

production. Then we will need signal processing options in order to

decode and apply the Ambisonic format universally in various appli-

cations from loudspeaker to headphone reproduction. More specif-

ically, the use of Ambisonics is envisioned also in mobile applica-

tions where headphone reproduction is clearly preferred. In this con-

text, we present two different system options for the advanced im-

plementation of binaural soundfield rendering. Both options utilize

the concept of virtual loudspeakers and subsequent binaural render-

ing via HRTF. In order to achieve spatial realism, one option relies

on adaptive soundfield rotation in the Ambisonic domain to mimic

a corresponding head rotation of the listener in the given soundfield.

The other system option relies on a new continuous-azimuth HRTF

format for direct representation of head rotations within the virtual

loudspeaker setup. For both system options, we will discuss the pros

and cons regarding the implementation. We conclude with a com-

parison of the resulting localization accuracies in listening tests.

Index Terms— Spatial audio, binaural technology, perception

1. INTRODUCTION AND RELATION TO PRIOR WORK

The Ambisonic encoding of soundfields [1] via the truncated spher-

ical harmonics expansion [2] provides flexible means for storage,

transmission, and reproduction of the soundfields in a remote envi-

ronment [3]. By its universal mathematical formulation, cf. Sec. 2.1,

the Ambisonic representation in particular achieves decoupling be-

tween recording and reproduction setups. Therefore, the awareness

for the specific loudspeaker playback configuration can be limited to

the decoder side. Moreover, the Ambisonic representation allows a

variety of efficient soundfield modifications, such as rotation, holo-

phonic translation, and scalability of the spatial resolution.

Due to its flexibility, the Ambisonic soundfield format may

turn into a standard for 3D audio equipment in applications such

as surround sound for professional and home entertainment, com-

puter games, or teleconferencing with spatial separation of multiple

participants. In all cases, it will be required to achieve Ambisonic

decoding not only for particular loudspeaker arrangements, but also

for mobile terminals with personalized headphone reproduction. A

good example in that respect is the previous MPEG Surround spec-

ification and its large set of binaural rendering extensions [4]. In

order to achieve a stable sound image in mobile-headphone applica-

tions, it will be further necessary to utilize head-tracking information

to unlock the reproduced soundfield from head movements [5].

An intuitive approach to Ambisonic headphone-decoding relies

on the two-stage concept of 1) decoding to a set of virtual loudspeak-

ers and 2) filtering each loudspeaker signal with the respective pair

of head-related transfer functions (HRTFs) [3, 6], cf. Sec. 2.2. At

first sight, this introduces more degrees of freedom than for real-

loudspeaker decoding, e.g., regarding the number of virtual loud-

speakers and their unrestricted placement in the virtual environment.

However, considering the typical limitation to finite order N in the

context of Ambisonic encoding, e.g., when using spherical micro-

phone arrays [7, 8], the related number of (N+1)2 Ambisonic coef-

ficients then naturally invokes a configuration with just (N+1)2 real

or virtual loudspeakers (unless we aim at interpolated reproduction

with more loudspeakers). Another limitation is given by the con-

ventional spatial sampling of (individualized or non-individualized)

HRTF tables in the typical order of 5 to 10 deg azimuth- and 10 to

20 deg elevation-spacing on the auditory sphere [9]. In conjunction

with natural head-movements, head-tracking, and HRTF adjustment

w.r.t. the virtual loudspeakers, a mismatch of loudspeaker placement

and spatially discrete HRTF support will occur. This would invoke

sophisticated considerations regarding HRTF interpolation or cause

a degradation of spatial sound fidelity otherwise.

The literature has been presenting essentially two options to de-

code Ambisonic format for binaural playback controlled by head-

tracking. Regarding the first “soundfield-oriented” option, early pa-

pers highlight the equivalence between a rotation of the listener’s

head or the acoustic environment, i.e., the soundfield, and on this

basis apply “trivial” rotation matrices to B-format (first-order Am-

bisonics) soundfield coefficients [10, 11]. A similar system using

“simple” matrices was reported a decade later for higher-order Am-

bisonics (HOA) decoding and binaural playback [12], but the math-

ematical operations for soundfield rotation were not included. In

Sec. 3.1 of our paper, we thus revisit the “soundfield-oriented” sys-

tem option on explicit mathematical grounds.

The second and more “listener-bound” option performs plane-

wave decomposition [13] of an incident soundfield [14], spherical-

harmonic-based beamforming [15], or mode-matching [16, 3, 17] to

decode an acoustic recording into components arriving from various

directions. Those components are then weighted with plane-wave

HRTFs and summed up to yield the reproduction signal for each

ear. Based on head-tracking data, the HRTFs are retrieved dynami-

cally via nearest-neighbor search from a database or generated on the

fly via interpolation for the respective virtual loudspeaker directions.

In Sec. 3.2 of our paper, we advance this “listener-bound” system

option by applying individualized and quasi-continuous HRTF data

[18] to avoid any HRTF related errors in binaural decoding.

Sec. 4 finally presents an assessment of the advanced system

options by means of listening tests. Relationship of actual and per-

ceived sound source directions is depicted. For reference, we include

ideal (i.e., spatially-continuous) HRTF-based binaural rendering.
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2. SIGNALS AND SYSTEMS OF 3D SOUND

Here, we briefly define our HOA-based soundfield and HRTF-based

listener representations. Afterwards in Secs. 3.1 and 3.2, the goal

will be to connect the incident soundfield and the binaural receiver

via head-tracking to achieve immersive binaural rendering.

2.1. Ambisonic Representation of the Soundfield

Let us consider the acoustic configuration in spherical (r, ϑ, ϕ)-
coordinates in Fig. 1, where elevation ϑ is not depicted explicitly.

According to the acoustic wave-equation, we represent a narrow-

band incident sound-pressure field p(r, ϑ, ϕ) at the position of the

listener in terms of the Fourier-Bessel series [2, 16]

p(r, ϑ, ϕ, ω) =
N∑

n=0

n∑
m=−n

Amn(ω)jn(kr)Y
m
n (ϑ, ϕ) , (1)

where jn(kr) denotes the spherical Bessel functions, Y m
n (ϑ, ϕ) =

f(n,m)Lm
n (cosϑ)eimϕ the spherical harmonics based on the as-

sociated Legendre polynomials Lm
n (cosϑ) and a function f(n,m),

ω = 2πf the acoustic frequency, k = ω/c the wavenumber, c the

speed of sound, N the expansion order, and Amn the independent

coefficients to represent the actual soundfield.

r

ϕ

ϕH

sources

head
orientation

Fig. 1. Natural sound sources in a user-centered coordinate system.

The concept of the “incident” or “incoming” or “through-going”

soundfield means that the effect of scattering off the listener or off

another soundfield measurement device is not represented by this ex-

pansion type. The effect of scattering would be in fact undesirable in

this soundfield representation, since later we will take the scattering

off the individual into account via free-field HRTF processing of the

soundfield. A scatter-free soundfield representation is analytically

known for incident plane waves or spherical waves of any order [2],

while sophisticated microphone arrays are used to obtain a scatter-

free representation of natural soundfields [7, 8, 14]. For the latter,

however, the order is typically limited to small numbers.

A further parameter defined by Fig. 1 is the head-orientation ϕH ,

which will be considered more specifically in Secs. 3.1 and 3.2.

2.2. HRTF Representation of the Listener

Fig. 2 depicts an acoustic listening environment, real or virtual, with

discrete sound sources in the form of loudspeakers at exemplary lo-

cations ΩLS,i = (ϑLS,i, ϕLS,i) and distances r → ∞, i.e., in the

far-field of the listener. Head-related impulse responses (HRIRs)

h
l/r
κ (Ω) are then defined by the convolutive relationship

y
l/r
i (k) |ϕH=0 =

K∑
κ=0

xΩLS,i
(k − κ)hl/r

κ (ΩLS,i) (2)

between a single source signal xΩLS,i
(k) and the respective re-

sponses y
l/r
i (k) |ϕH=0 at the left and right ears, where default

head-rotation ϕH = 0 was assumed.

Those far-field HRIRs h
l/r
κ (Ω) are plenacoustic functions, i.e.,

they naturally extend over all possible solid angles Ω=(ϑ, ϕ) in the

auditory sphere. For a given loudspeaker direction ΩLS,i and arbi-

trary head-orientation ΩH =(ϑH , ϕH), the effective HRIR direction

to this loudspeaker then obviously amounts to Ωeff,i=ΩLS,i−ΩH .

In order to apply HRIR/HRTF processing in a virtual environment,

including the desired Ambisonic headphone-decoding, the HRIRs

have to be determined in an anechoic acoustic lab environment be-

forehand and stored in a suitable database format, e.g., [19, 6].

ϕ

ϕH

hκ(Ωi)

xΩLS,i
(k)

yl(k) yr(k)

Fig. 2. Listener in a real or virtual multichannel loudspeaker system.

3. SYSTEMS FOR HEAD-TRACKED BINAURALIZATION

Our two system options for binaural rendering of Ambisonic format

will share several state-of-the-art components:

• Advanced headphone-mounted head-tracking to deliver ϕH .

• Ambisonic decoding of (N+1)2 original or manipulated HOA

coefficients Amn(ω) into (N+1)2 far-field loudspeaker input

signals xΩLS,i
(k). This operation can be performed in vari-

ous ways, e.g., via far-field mode-matching [3, 17] or explicit

plane-wave decomposition [14].

• Individual HRIR convolution (∗) for left and right ear. Sum-

mation (Σ) over all virtual loudspeakers.

More precise specification of the components will be reported in

Sec. 4. Right here, we describe two variants of principle usage.
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3.1. “Soundfield-Oriented” System Option

Based on the equivalence of head-rotation and opposite soundfield-

rotation [11], our “soundfield-oriented” system option in Fig. 3 uses

the head-rotation ϕH as an input to a soundfield rotation module in

the Ambisonic coefficients domain. This key element of the sys-

tem essentially exploits the spatial interpolation property related to

the spatially-continuous Ambisonic format. The rotated soundfield

is represented by the Ambisonic coefficients Bmn which are then

decoded to virtual loudspeaker positions ΩLS,i. The resulting loud-

speaker signals xΩLS,i
(k) are binaurally rendered for headphone re-

production using a small, fixed, and spatially discrete HRIR set cor-

responding to ΩLS,i, as if no head-rotation has taken place, i.e.,

yl/r(k) =

(N+1)2∑
i

y
l/r
i (k) |ϕH=0 . (3)

At this point, we shall not leave the concept of soundfield

manipulation in the Ambisonic domain to words alone. We there-

fore briefly include mathematical representation for our example

of soundfield rotation by angle ϕH along the azimuth coordinate.

To this end, we rely on the Fourier-Bessel series in (1) to express

the soundfield coefficients Amn as a spatial Fourier analysis of the

given soundfield p(r, ϑ, ϕ, ω), e.g. [2],

Amn(ω) = j−1
n (kr)

∫
Ω

p(r, ϑ, ϕ, ω)Y m
n (ϑ, ϕ)∗dΩ , (4)

where dΩ = sinϑdϑdϕ. The rotated soundfield p(r, ϑ, ϕ+ϕH , ω)
is thus represented, via substitution of Ω, by soundfield coefficients

Bmn(ω) = j−1
n (kr)

∫
Ω

p(r, ϑ, ϕ+ ϕH , ω)Y m
n (ϑ, ϕ)∗dΩ

= j−1
n (kr)

∫
Ω′

p(r, ϑ, ϕ′, ω)Y m
n (ϑ, ϕ′ − ϕH)∗dΩ′

= j−1
n (kr)

∫
Ω′

p(r, ϑ, ϕ′, ω)Y m
n (ϑ, ϕ′)∗eimϕHdΩ′

= eimϕHAmn(ω) , (5)

where the auxiliary operator dΩ′ = sinϑdϑdϕ′ has been applied.

The required manipulation to achieve the desired azimuth-

rotation is obviously straightforward in the Ambisonic domain. The

above derivation proved a simple law-of-modulation which is in line

with the theory of 1-dimensional linear systems, e.g., [20]. The fac-

tor eimϕH is even independent of the elevation modes n. It should be

noted, however, that a 2-dimensional ΩH rotation creates far more

complicated expressions with highly nonlinear interdependencies of

n and m. Here we just refer to a recent presentation [21] which in

turn refers to seminal work by Wigner [22]. Its complexity does not

seem to be attractive from the engineering perspective. Numerical

solutions for this case are, however, beyond the scope of our paper.

*
soundfield

rotation

far-field
HOA

decoder

discrete
HRIR

database

head
tracker

Amn Bmn
xΩLS,i

∑
i yl/r

ΩLS,i

ϕH

hl/r

Fig. 3. System based on Ambisonic-format soundfield manipulation.

3.2. “Listener-Bound” or “Continuous-HRIR” System Option

The newly proposed implementation in Fig. 4 directly utilizes the ef-

fective HRIRs Ωeff,i=ΩLS,i − ΩH for given loudspeaker positions

to accommodate for any head-orientation ΩH = (0, ϕH) by the lis-

tener. After conventional Ambisonic decoding to virtual loudspeak-

ers, the actual binaural rendering is performed efficiently via HRIR

convolution in time-domain and summation over all loudspeakers:

yl/r(k) =

(N+1)2∑
i

K∑
κ=0

xΩLS,i
(k−κ)hl/r

κ (ΩLS,i−ΩH) . (6)

Considering this result as a function of the head-orientation ΩH , this

formula actually depicts similarity with discrete spatial convolution

on the far-field loudspeaker sphere. This in turn indicates a chance of

utilizing the spherical convolution theorem [23] to achieve unifica-

tion or at least harmonization with the “soundfield-oriented” system

in the Ambisonic domain. This, too, is beyond our scope here.

*
far-field

HOA
decoder

quasi-

HRIR
continuous

head
tracker

Amn
xΩLS,i

∑
i yl/r

ΩLS,i ϕH

hl/r

Fig. 4. New “direct” system based on sophisticated HRIR database.

While the direct “listener-bound” implementation in Fig. 4 usu-

ally requires interpolation of HRIR tables, we rely on a new and

quasi-continuous HRIR format. Using [18], very-high-resolution

HRIRs are measured conveniently within 1-2 minutes for each in-

dividual. This HRIR measurement applies a slow but continuous

rotation of the subject of interest during acquisition. Adaptive filters

then extract the rotating HRIR at any azimuth from the in-ear record-

ings. For backwards compatibility with conventional discrete HRIR

databases, our sampling of the spatially-continuous HRIR, however,

requires huge memory depending on the desired resolution [24].

4. IMPLEMENTATION AND EVALUATION

The primary interest of our paper is to compare the two system op-

tions, i.e., the “soundfield rotation” and “continuous HRIR” options

from Secs. 3.1 and 3.2, respectively. A “reference” system is further

included which performs direct HRIR-rendering of the respective

sound stimulus, i.e., no Ambisonic format is involved in this ideal-

ized reference configuration. In the following, we briefly mention

various implementation parameters that remain fixed in our exper-

iments. Afterward we report and interpret the localization results

obtained from our informal listening tests.

4.1. System Implementation and Configuration

Our system input are plane waves arriving from Ωl =(ϑl, ϕl). It is

thus represented by Amn = 4πinY m
n (ϑl, ϕl)

∗, e.g. [2, Eq. 6.175],

using a realistic and yet ambitious order N = 6. The actual stimuli

to be conveyed by the plane waves are reported below. HOA decod-

ing is implemented via classical mode-matching, e.g. [17], and we

decode to (N+1)2 =49 almost uniformly distributed virtual loud-

speaker positions according to Fliege grids [25]. This amounts to

roughly 30 deg angular spacing between any two loudspeakers.
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In all experiments, we make use of individualized HRIR data

according to [18]. For the “soundfield rotation” system, this quasi-

continuous HRIR data (here: 0.1 deg azimuth spacing) is decimated

to a much smaller database that matches the 49 discrete loudspeaker

positions. In all cases, the HRIR databases are represented in the

OpenDAFF file format [26, 24], which was found to be very effective

for realtime supply of individualized and changing HRIRs.

All systems, including the “reference”, use the Polhemus Fas-

trak to supply the respective system with the actual head-orientation.

The resulting binaural signal is finally presented to 6 untrained

normal-hearing listeners via Beyerdynamic DT 770 M headphones.

No further calibration or headphone equalization is applied.

4.2. Source Localization (Source Positioning) Test

Source localization tests require sophisticated pointing methods for

the listener to indicate the perceived sound source direction, e.g.,

[27, 28] and numerous references therein. Regarding the established

head-pointing methods, i.e., looking into the source direction and

then exploiting the head-tracking result ϕH , we object the effect of

eventually listening from the front direction in all cases. We there-

fore suggest a somewhat unusual head-pointing method:

A first sound source (here: EBU SQAM #53 speech, 44.1 kHz)

is placed into a fixed reference position in the virtual auditory space

(here: ϕ=0 and different elevations ϑ=ϑl). A second sound source

(here: EBU SQAM #02 pink noise, 44.1 kHz) is placed into various

directions of interest (here: ϕl∈{−90,−45, 0, 45, 90 deg} and ϑl∈
{0, 60 deg}). It is noteworthy in our context that only a subset of

these directions can coincide with our virtual loudspeaker positions.

The second source is locked with the head and, starting from ϕH =0,

the task of the listener is to match the two sources via his/her head

rotation. In this way, the direction of interest is preserved during

listening and, upon decision of the listener, the head-tracker output

ϕH is sampled to indicate this direction. Three shuffled repetitions

are considered for each direction of interest.

Fig. 5 depicts the mean localization results ϕH over all sub-

jects and the corresponding standard deviations for each direction

Ωl under test. Let us first consider the horizontal plane. Already for

the “reference” system, we notice a characteristic deviation between

sound source localization and true sound source position, i.e., the

chosen HRIR direction. Especially for |ϕl|=45 deg, the perception

is obviously “pulled” a bit towards |ϕH | = 90 deg. This deviation

between original and perceived sound source location confirms early

studies of free-field human sound localization [29], headphone sim-

ulation of free-field listening [30], and in particular previous work

using speech stimuli [31, 32]. The observed deviation is rooted in

two unfortunate phenomena, i.e., 1) the cones-of-confusion known

from spatial hearing [19] and 2) the inside-head localization with

headphones, which effectively turns into lateralization [33, 32]. For

both HOA systems of finite order N =6, i.e., “soundfield rotation”

and “continuous HRIR”, the observed characteristic is preserved up

to only a bit more pronunciation. This result proves the suitabil-

ity of Ambisonic rendering by virtual loudspeakers and HRIRs. At

higher elevation, interestingly, the characteristic is different in that

the source at |ϕl| = 90 deg is consistently pulled a bit towards the

front of the listener for all systems, including the reference.

5. CONCLUSIONS

Advances in HRTF-technology have enabled a new degree of flex-

ibility in the implementation of virtual loudspeaker concepts for

binaural rendering, especially, the seamless representation of head-

movements via continuous HRTF. In our study, the previously sug-
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(a) Ideal HRTF-based binaural rendering (“the reference”).
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(b) The “soundfield-oriented” or “soundfield-rotation” system.
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(c) The “listener-bound” or “continuous-HRIR” system.

Fig. 5. Mean sound localization results and standard deviations [34].

gested “soundfield rotation” and the newly proposed “continuous

HRTF” system were compared and turned out to be similar in terms

of localization accuracy. The actual choice then depends on other

criteria such as the specific hardware/software architecture, i.e.,

specifically the resources on an application specific platform. Low

memory requirements, e.g., would still invoke “soundfield rotation”.
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