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ABSTRACT

We present a novel method to integrate noise estimates by unsuper-
vised speech enhancement algorithms into a semi-supervised non-
negative matrix factorization framework. A multiplicative update al-
gorithm is derived to estimate a non-negative noise dictionary given a
time-varying background noise estimate with a stationarity constraint.
A large-scale, speaker-independent evaluation is carried out on spon-
taneous speech overlaid with the official CHiME 2011 Challenge
corpus of realistic domestic noise, as well as music and stationary
environmental noise corpora. In the result, the proposed method de-
livers higher signal-distortion ratio and objective perceptual measure
than standard semi-supervised NMF or spectral subtraction based
on the same noise estimation algorithm, and further gains can be
expected by speaker adaptation.

Index Terms— Source separation, single-channel speech en-
hancement, noise cancellation

1. INTRODUCTION

The present paper deals with the separation of a speech signal from
a single-channel noisy recording. This task, often known as speech
enhancement, finds applications in the reduction of acoustic noise
especially in telephonic communications [1] or in hearing aids [2].
Automatic speech recognition [3], speaker recognition [4] or emotion
recognition [5]. Numerous methods have been proposed in the speech
enhancement literature [6]. Most of the approaches rely on an esti-
mation of the background noise, which is then “removed” from the
signal. However, they assume that the background noise is stationary,
i.e. changes slowly over time, which is not always verified in real-life
noisy environments.

Other approaches such as codebook-based methods [7, 8, 9] have
been proposed to overcome this limitation by using models for speech
and noise. In particular, Non-negative Matrix Factorization (NMF)
has been recently applied to this problem [10, 11, 12]. This method
is based on a decomposition of the spectrogram of the mixture into
a non-negative combination of several spectral bases, belonging to
either the speech or the interfering noise.

However, we observed that conventional noise estimators are
often superior to NMF for capturing the stationary background noise,
with a smaller computational complexity. Hence, in the present
paper we introduce a novel hybrid approach which incorporates a
stationarity constraints as well as time-varying noise estimates from
denoising techniques into an NMF model. The stationary part of
the background noise is estimated by a standard noise estimation
algorithm, while the non-stationary components are computed by
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a standard NMF. A large-scale evaluation show that the proposed
approach can outperform both standard NMF and spectral subtraction.

In the rest of this paper, the hybrid NMF model is introduced
in Section 2. Then, Section 3 describes the experimental evaluation.
Finally, some conclusions are drawn before the relation to prior work
is discussed.

2. METHODOLOGY

2.1. NMF Framework

The proposed monaural speech separation method is based on an
extension of NMF in the time-frequency domain. The assumption
is that the magnitude spectrogram V ∈ RM×N

+ of the noisy speech
signal (with observations in columns) can be modeled as the sum
V = V(s) + V(n), where V(s) and V(n) are the spectrograms
of the speech signal and of the noise, respectively. Conventionally,
it is assumed that both, the speech and noise spectrograms can be
approximated as linear combinations of non-negative speech and
noise dictionaries W(s) and W(n) with corresponding non-negative
activation coefficients H(s) and H(n).

V ≈ Λ = Λ(s) + Λ(n) := W(s)H(s) + W(n)H(n), (1)

where Λ, Λ(s) and Λ(n) denote approximations of V, V(s) and
V(n), respectively.

In this study, we assume that the NMF speech dictionary W(s) is
estimated a-priori from training data. This is done by applying unsu-
pervised NMF as follows. Let T(s) be the concatenation of training
speech spectrograms. Then, in the training phase, we compute W(s)

and H(s) by minimizing

d(T(s)|W(s)H(s)) + λ
N∑

j=1

(∏R
i=1 H

(s)
i,j

)1/R
1
R

∑R
i=1 H

(s)
i,j

(2)

where d(·|·) is the Kullback-Leibler divergence, R is the rank of the
decomposition (number of atoms in the resulting dictionary), and λ is
a free parameter controlling the weighting of the reconstruction error
and the enforcement of sparse activations. The algorithm applied for
the training, which uses the ‘flatness’ of the columns of H(s) as a
sparsity criterion, is described in details in [20].

In the speech enhancement phase, the noise dictionary W(n) as

well as all the NMF activations H :=

[
H(s)

H(n)

]
are initialized ran-

domly and then estimated by an iterative multiplicative update algo-
rithm minimizing the Kullback-Leibler divergence d(V|Λ), yielding
a semi-supervised NMF speech separation algorithm as in [13, 14].

After determining the free parameters of the model by means of
NMF, an estimate V̂(s) of the clean speech magnitude spectrogram
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is calculated by a ‘soft masking’ approach as

V̂(s) =
Λ(s)

Λ
⊗V. (3)

The result is transformed to the time domain by means of inverse
short-time Fourier transformation and overlap-add.

2.2. Integration of Noise Estimators

The proposed method extends the noise modeling to a hybrid ap-
proach with an NMF component W(n)H(n) and an additional noise
estimate B computed by ‘traditional’ unsupervised methods such as
minimum statistics [15]. Formally, the noise spectrogram V(n) is
represented as

Λ(n) = W(n)H(n) + (1 · h(b))⊗B (4)

where 1 is an all-one column vector of dimensionM and h(b) is a row
vector of dimension N that allows scaling of the noise estimate per
frame. Intuitively, B corresponds to a ‘background’, quasi-stationary
noise floor as estimated by traditional de-noising algorithms, whereas
W(n)H(n) focuses on modeling the ‘foreground’, i. e., non-stationary
sounds. The noise estimate B can be regarded as an NMF component
that varies from frame to frame, instead of just adding a constant
column to the W(n) matrix. Incorporating a stationarity constraint,
the vector h(b) is set a-priori to an all-one vector. Alternatively, it can
be updated iteratively in the multiplicative update NMF framework in
order to mitigate the influence of errors in B. We call this approach
‘adaptive noise scaling’. The proposed iterative algorithm minimizes
the Kullback-Leibler divergence d(V|Λ) (cf. above) by means of

H← H⊗
WT · V

Λ

WT · 1 ; W(n) ←W(n) ⊗
V
Λ
·H(n)T

1 ·H(n)T
(5)

where W := [W(s)W(n)], and

h(b) ← h(b) ⊗
1 ·
(
B⊗ V

Λ

)
1 ·B . (6)

The update rules in (5) correspond to the standard update rules from
[16] adapted to integrate the noise estimate (4). Note that no sparsity
penalty is applied at the speech enhancement phase, as found benefi-
cial in [20]. However, the presence of the constant background noise
component implicitly enforces sparsity on the other components, due
to the non-negativity constraint.

3. EXPERIMENTAL SETUP

Our method is evaluated on mixtures of speech and noise from pub-
licly available corpora. We use spontaneous speech from the Buckeye
corpus [17] to reflect use cases such as multimedia retrieval in web
videos. Furthermore, to simulate the influence of various noise types,
we consider (i) the CHiME 2011 Challenge [18] background noise
corpus as an example for realistic noise recorded in a domestic en-
vironment that contains both stationary and non-stationary noises;
(ii) the ‘Twenty Years on MTV’ collection of popular music as non-
stationary ‘noise’; and (iii) the NOISEX database [19] for mostly
stationary, environmental noise. The MTV collection consists of 200
songs covering the years from 1981 to 2000 as well as various genres,
and featuring male as well as female singers. All data are converted
to 16 kHz sampling rate, monophonic audio.

As evaluation data, we use 60 test sentences from the Buckeye
corpus from 30 speakers (two from each speaker). These are mixed

with random recordings of each of the three noise databases at SNRs
between -9 dB and 12 dB. This results in 180 test files. The remaining
10 speakers of the Buckeye corpus are used for speaker-independent
training of NMF speech dictionaries.

The parameters are chosen after a previous study [1]. NMF is
applied to magnitude spectrograms computed using Hann windows
of 32 ms length with 50 % overlap. NMF speech dictionaries are
learnt from the 10 training speakers by concatenating several utter-
ances (about one minute per speaker) and applying NMF with 25
components (R = 25). For reference purposes, we also consider
speaker-dependent NMF speech dictionaries which are learnt from
a set of (clean) utterances that is disjoint from the set of test utter-
ances. In this base learning procedure, the flatness weight λ (cf. (2))
is set to 100 [20]. The number of atoms of the noise dictionary com-
puted during the enhancement step is set to 8. All atoms of the NMF
dictionaries are normalized to unity Euclidean norm.

We compare the proposed hybrid method (Section 2.2) to conven-
tional NMF (Section 2.1) and magnitude domain spectral subtraction.
Furthermore, we consider naı̈ve cascading of spectral subtraction
and conventional NMF, in either order. For spectral subtraction, an
over-subtraction factor a as introduced by [21] is taken into account.
The algorithm subtracts a times the noise estimate from the noisy
recording. This over-subtraction factor is supposed to reduce musical
noise, by removing not only the constant part of the noise, but also
some of the small peaks which appear randomly and which cause the
musical noise. We consider a = 1 (no over-subtraction) and a = 3 as
put forth by [21]. The noise estimation algorithm used is a publicly
available1 implementation of the procedure proposed by [15].

The hybrid NMF-denoising system considers the noise matrix
B estimated by the same algorithm [15]. The corresponding scaling
vector h(b) is initialized to a · 1. In the baseline setting, h(b) is fixed,
whereas in the adaptive noise scaling version, it is updated for each
frame, using (6). However, h(b) is constrained to the range ]0, a]. For
the estimation steps according to (5, 6), we perform a fixed number
K of iterations, where K is chosen from {1, 2, 4, . . . , 128}.

It must be noted that the hybrid system does not exploit the
spectral subtraction concept, because the reconstruction phase uses a
Wiener-like soft mask (3), as in the basic NMF approach. Hence, it is
not based on any specific ‘de-noising’ algorithm. The only algorithm
borrowed from the traditional speech enhancement framework is
the noise estimator. Note also that the tested version is an off-line
algorithm. However, it may be used in an on-line context with a
sliding-window approach [1, 12].

We measure the performance of speech enhancement in terms
of energy-based measures—source-distortion ratio (SDR), source-
interference ratio (SIR) and source-artifact ratio (SAR) [22]—and
the Covl, Csig and Cbak measures [23] representing mean opinion
scores (MOS) of overall perceptual quality, perceived quality of the
wanted signal and perceived quality of the interference signal, on a
scale from 1–5.

4. RESULTS

Figure 1 shows the chosen evaluation measures in speaker-independent
speech separation across all test utterances, and for different numbers
of NMF iterations (K). In terms of SDR (Figure 1a), the proposed
hybrid NMF method significantly outperforms standard spectral
subtraction. At K = 8, we have p � .001 and a 95 % confidence
interval of the true SDR difference = [0.98, 1.82] according to a
two-tailed paired t-test, but the gain over standard semi-supervised

1http://www.ee.ic.ac.uk/hp/staff/dmb/voicebox/voicebox.html#enhance
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Fig. 1: Energy-based measures (SDR, SIR, SAR) and objective perceptual measures on Buckeye test set for varying numbers of iterations of
the NMF-based algorithms. Average results across CHiME, MTV and NOISEX noise types. Noisy and spectral subtraction (SSub) baselines
are shown. ‘,’ indicates naı̈ve cascading of algorithms. 1 For noisy baseline (no processing), SAR→ +∞.
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NMF is not significant (p > .05). Furthermore, the overall best SDR
of 5.3 dB is achieved by simply applying spectral subtraction after
standard semi-supervised NMF. In terms of interference reduction
measured by SIR (Figure 1b), the gain by integrating the additional
noise estimate, instead of simple semi-supervised NMF, is much
more pronounced (95 % confidence interval: [1.75, 2.38] dB SIR).
However, looking at SAR (Figure 1c) the energy of the artifacts seems
to increase whenever noise estimates and NMF are combined; the
best SAR is achieved by spectral subtraction, followed by standard
semi-supervised NMF, with SAR decreasing with the number of
NMF iterations for any of the NMF-based methods.

Regarding the objective perceptual measures (Figures 1d–1f),
we observe a different picture. The proposed method outperforms
standard semi-supervised NMF in terms of Covl, and achieves com-
parable Csig for fewer iterations. In terms of Cbak, the proposed
hybrid method is superior to standard NMF (95 % confidence interval:
[.055, .083]), reflecting the results for SIR. Spectral subtraction by
itself actually worsens the scores for overall quality and quality of the
wanted signal (Covl, Csig) compared to the noisy baseline. In terms
of all three objective perceptual measures, both of the naı̈ve cascades
of spectral subtraction and NMF are inferior to NMF itself, and the
proposed integration of the noise estimator into NMF.

Next, we investigate the behavior of the different methods de-
pending on the noise type. Results are displayed in Figure 2. The
overall highest Covl is obtained on domestic noise from the CHiME
database, when the proposed hybrid method is used, while spectral
subtraction or its naı̈ve combination with NMF decreases the score.
Additive music is most challenging for all the methods considered;
here, the overall best result is achieved by standard NMF, probably
due to problems of the noise estimator with this highly non-stationary
type of noise. Finally, for the NOISEX database, we observe a signif-

Table 1: Influence of the SNR on separation scores, withK = 8. The
best result in either scenario is highlighted. SNR: low < −1.2 dB ≤
med < 3 dB ≤ high

SDR [dB] Covl
SNR low med high low med high
Noisy -3.79 0.85 5.64 1.86 2.41 2.65
SSub 0.04 3.05 6.90 1.90 2.40 2.58
NMF 2.27 5.14 6.39 2.17 2.59 2.71

NMF,SSub 3.71 5.70 6.59 2.10 2.45 2.52
SSub,NMF 3.15 4.93 5.66 2.06 2.43 2.52

Hybrid 3.12 5.04 6.05 2.23 2.61 2.72

icant gain by spectral subtraction—this is somehow expected due to
the mostly stationary noise. Still, NMF-based methods can add an-
other gain on top of that, with the hybrid method yielding the overall
best result of 2.65 for K = 8.

We further investigate the influence of the original signal-to-noise
ratio (SNR). We split the database into three subsets of equal size,
according to whether the SNR is low (lower than -1.2 dB), medium
(med, between -1.2 dB and 3 dB) or high (above 3 dB). The obtained
SDR and Covl after K = 8 iterations are displayed in Table 1.
The relative performance of the NMF methods are consistent with
low and medium SNRs. In the case of high SNRs, the spectral
subtraction obtains comparatively better results since it delivers the
best SDR (6.90 dB). However, in terms of objective perceptual scores,
the hybrid method consistently outperforms all others.

Besides comparing the speaker-independent NMF algorithms
to the speaker-independent spectral subtraction, it is of interest to
compare the NMF algorithms in a speaker-dependent setup. Results
are shown in Table 2. As expected, the overall results are now vastly
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Fig. 2: Overall composite mean opinion score (Covl) for speech separation from different types of background noise.
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Table 2: Comparison of NMF-based algorithms in speaker-
independent and speaker-dependent scenarios. The best result in
either scenario is highlighted. Buckeye test set, K = 8, average
across all noise types.

SDR SIR SAR Covl Csig Cbak
[dB]

Noisy 0.93 0.93 ∞ 2.31 2.73 2.11
Speaker-independent NMF speech dictionary

NMF 4.60 7.51 10.19 2.49 2.95 2.39
NMF,SSub 5.33 10.02 8.95 2.36 2.74 2.35
Hybrid 4.74 9.58 8.14 2.52 2.97 2.46

Speaker-dependent NMF speech dictionary
NMF 6.44 9.83 11.36 2.61 3.11 2.53
NMF,SSub 7.00 12.25 10.06 2.49 2.90 2.49
Hybrid 6.79 12.17 10.57 2.68 3.17 2.60

superior to speaker-independent separation; for example, the absolute
increase in Covl going from the noisy baseline to the best speaker-
independent algorithm is .21 (95 % confidence interval: [.17, .26]),
and another gain of .16 ([.14, .17]) can be obtained with a speaker
dependent base. Due to this improvement of the speech dictionaries,
the NMF methods outperform spectral subtraction even on high SNRs.
For example, the “SSub,NMF” method obtains an SNR of 8.51 dB,
against 6.90 dB for spectral subtraction. Furthermore, we observe the
same ranking of the different algorithms as before with respect to the
six evaluation measures considered: The hybrid NMF delivers the
highest objective perceptual scores while the best SDR is achieved
by cascading NMF and spectral subtraction. Finally, we found that
the behavior of the algorithms with regard to the number of iterations
did not change when switching to a speaker-dependent NMF base.

To conclude our evaluation, in Table 3 we present the results
obtained with over-subtraction as well as adaptive scaling of the
noise estimate. For spectral subtraction itself, a noticeable gain of
.46 dB SDR (95 % confidence interval: [.36, .56]) can be obtained
by considering over-subtraction with a = 3. However, if spectral
subtraction is applied as post-processing to standard semi-supervised
NMF, the SDR gain (.01 dB) is not significant (p � .05). For the
hybrid approach, setting a = 3 actually decreases the SDR. Among
the hybrid approaches, a combination of noise scaling and ‘over-
subtraction’ seems to deliver best results (6.83 dB average SDR),
but this is only insignificantly (p > .05) above the default hybrid
approach (6.79 dB). The Covl measure cannot be improved by either
noise scaling or over-subtraction. We conclude that including the
stationarity constraint (constant hb = 1) into NMF is meaningful.

Table 3: Influence of over-subtraction on spectral subtraction and
hybrid NMF, and adaptive noise scaling (iterative update of hb) for
hybrid NMF. Speaker-dependent NMF base, K = 8, Buckeye test
set, average across all noise types.

SDR [dB] Covl
a = 1 a = 3 a = 1 a = 3

SSub 3.36 3.82 2.29 2.26
NMF,SSub 7.00 7.01 2.49 2.45
Hybrid 6.79 6.37 2.68 2.66
Hybrid (hb) 6.65 6.83 2.65 2.65

5. CONCLUSIONS

We have shown an effective and efficient way to integrate traditional
noise estimation for speech de-noising into the emerging family of
factorization-based speech separation algorithms. The proposed inte-
gration of stationary noise estimates and stationarity constraints into
the NMF framework delivered better mean opinion scores than naı̈ve
cascading of spectral subtraction and NMF in a large scale evaluation
on spontaneous speech corrupted by a wide range of noise. Using
speaker dependent NMF bases greatly improved the results on top of
that, motivating further research on unsupervised speaker adaptation
during speech enhancement. Furthermore, since the considered noise
estimator is on-line, it can be straightforwardly integrated into our
real-time semi-supervised NMF framework [1]. The use of other
types of noise estimators such as [24] can also be considered, in order
to assess their influence on the obtained separation quality. Finally,
improved phase estimation algorithms for speaker separation such as
in [25] will be transferred to the speech enhancement domain.

6. RELATION TO PRIOR WORK

In the present paper, we introduce a novel NMF model integrating a
stationary noise estimator for speech separation. Previous studies on
NMF-based speech separation have focused on the design of priors
and constraints on the factorization, in order to take into account the
different behavior of the noise and speech components [11, 26]. Duan
et al. [12] present a pure NMF solution inspired by a classic spectral
subtraction framework without initialization of the speech base. The
work by Mohammadiha et al. [27] considers a method mixing classic
denoising techniques and NMF. However, it also estimates the noise
by a standard NMF approach, without exploiting the stationarity
property. In contrast to these works, the proposed approach exploits
an independent estimation of the noise spectrum and incorporates it
directly into the NMF decomposition.
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