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ABSTRACT

Currently employed microphone arrays usually have a single-
channel output, such that no spatial information can be per-
ceived by a human listener. However, spatial information
may trigger spatial mechanisms in the human auditory sys-
tem which can improve the intelligibility. This work presents
a mathematical framework for the binaural beamforming ap-
proach for the ideal and order-limited representation in the
spherical harmonics domain. The performance of the pro-
posed binaural beamformer is compared to that of a monau-
ral maximum directivity beamformer using objective signal-
based measures and subjective listening tests. It is shown that
using the binaural beamformer results in higher intelligibility
than the monaural beamformer.

Index Terms— Beamforming, Binaural sound reproduc-
tion, Head-related transfer functions, Spherical Harmonics,
Microphone arrays.

1. INTRODUCTION

The employment of microphone arrays in multi-participant
telecommunication applications has become popular in recent
years [1]. When microphone arrays are used, the recorded
signals at all microphones can be combined such that a de-
sired signal arrival direction can be emphasized. This proce-
dure is referred to as beamforming. A number of approaches
for beamforming are available, e.g., minimum variance dis-
tortionless response beamformer [2], generalized side-lobe
canceller [3], etc. Using different combinations of individ-
ual microphone signals, a single microphone array can be
used in order to generate several beams, one for each partic-
ipant. Steering one of these beams towards the location of a
given participant attenuates sounds originating from other di-
rections. As a consequence, distracting sounds such as other
talkers, reverberation, and background noise are attenuated.
It has been shown that beamforming does indeed increase
speech intelligibility in noisy and reverberant environments
[4].

Additionally, signal processing methods such as blind
source separation [5], echo cancellation [6], and dereverber-
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ation [7] can be employed in microphone arrays in order
to increase intelligibility. However, beamforming systems
which are currently employed in telecommunication applica-
tions typically produce a single-channel output, such that the
inherent spatial information is limited. For that reason, the
employment of conventional beamforming methods which
are currently available, is more compatible with applications
where the receiver is yet another machine.

In several studies, the improvement in intelligibility when
binaural signals are used instead of monaural signals is inves-
tigated, and represented in the context of spatial release from
masking (SRM) [8]. It has been shown that the human audi-
tory system employs information in the binaural cues, inter-
aural time difference (ITD) and inter-aural level difference
(ILD), in order to achieve SRM [9]. In this context, the SRM
was used to model the “cocktail party effect” [10]. Hence,
recent investigated algorithms for binaural speech enhance-
ment [11-13] and binaural dereverberation [14] are aiming
towards the preservation of these binaural cues.

In this work, a binaural approach for beamforming is
presented which is aiming at the preservation of the 3-D
sound field in general, in addition to the information which
is contained in the binaural cues. A mathematical frame-
work was recently presented for the binaural beamforming
approach [15] in which spatial sound reproduction is incor-
porated in the beamforming process using the head related
transfer functions (HRTFs) [16]. This work extends [15] by
presenting a discussion on the order selection of the weight
function in the spherical harmonics domain, when the or-
der of the estimated plane-wave amplitude-density function
is limited by the array. Furthermore, in addition to a more
comprehensive objective signal-based analysis, the perfor-
mance of the proposed binaural beamformer is compared to
that of a monaural maximum directivity beamformer using a
subjective listening test. Percentage correct results which are
averaged over 5 subjects show that the binaural beamformer
outperforms the monaural beamformer by 33.3% correct de-
cisions for an input signal-to-noise ratio (SNR) of -40dB.
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2. BINAURAL BEAMFORMING

In conventional beamforming, a signal direction may be em-
phasized using a weighted sum of the microphone signals to
form a single-channel output signal

Q
y (k) =Y wy (k) py(k) )

where w, (k) represents the beamformer ¢’th weight at wave
number k. At this wave number, the recorded signal at the
¢’th microphone is denoted by p, (k).

The pressure level at the origin of the array may be repre-
sented using an integral over a continuum of plane-waves

po (k) = / a(k,Q)dQ 2)
Q

where a (k,Q) is a plane-wave amplitude spherical-density

function, at the wave number k and at the arrival spatial angle

of = (0, ¢) in a spherical coordinate system such that

dQ) =sinf df d¢ 3)

The weights may be calculated such that an optimal directiv-
ity criterion is obtained typically subject to a distortionless
response constraint, of which procedure is referred to in this
work as monaural beamforming.

The proposed binaural beamforming approach, shown
in Fig. 1, incorporates spatial sound reproduction using the
HRTFs in the beamforming procedure [15]. This is essen-
tially different than filtering the output of a monaural beam-
former with the HRTF, which does not reflect the spatial
information in the recording venue, and therefore does not
maintain a spatial discrimination between the target signal
and the noise. A preliminary step of plane wave decomposi-
tion (PWD) is performed in order to estimate the plane-wave
amplitude density function [17-19]. Then the output of the
beamformer is calculated using

i (k) = /Q Qe H (k) @)
yn(k) = /Q @) (k. 0)d2 )

where Hy, and Hp are the HRTF of the left and right ears, re-
spectively. Then, using headphones, the beamformer outputs
yr, and yr may be played at the left and right ears, respec-
tively. The weights of this binaural beamformer are calculated
in order to obtain a maximum directivity for a slow-varying
HRTF function of €.

3. IDEAL MATHEMATICAL FRAMEWORK

In this section, a mathematical formulation of the proposed
approach is presented in the case where the spherical Fourier
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Fig. 1: Proposed binaural beamforming approach.

representation of y, w, a, and H is not order limited. Hence

n=0m=-—n

(6)

where a,,,, (k) is the spherical Fourier transform of a (k, )
which equals to

G (k) = /QGSQ a(b, QY™ (Q)dY ()

The term Y,)" is the mn’th spherical harmonic

[2n+1(n—m)! . im
. mpn (COS (9))6 ¢ (8)

where P/ (-) is the associated Legendre function. The in-
dices nm maintainn € Nandm € {—n...n} Vn.

In the case of a single unit amplitude plane wave arriving
from €2y, the output of the beamformer in Egs. (4) and (5)
reduces to

L

(0,9)

y (k) = w* (Q0) H (K, Q) )

where the indication for left and right ears was omitted for
convenience. Hence w may be regarded as a function which
spatially emphasizing arrival directions, and the frequency re-
sponse to a plane wave is proportional to the HRTF in the
arrival direction.

In general however, the output of the beamformer may be
represented in the spherical harmonics domain by applying
Parseval’s theorem on Eqs. (4) and (5)

y(k) =" D @ (k) anm (k)

n=0m=-—n

(10)

The term @y, (k) is the spherical Fourier transform of
wH™ (k,-) which equals to

By () = /Q L@ Y @d



Substituting spherical Fourier transform of w and H in
Eq. (11) yields

Ibnm (k) = Z Z wn1m1 Z Z H:;gmg (k)

ni=0mi;=-—ng na=0mo=—n2

/ Y;’fl (Q) Y;’;ﬁ (Q) Y;”* (Q) dQ (12)
Qes?

Solution to the integral over three spherical harmonics is
given by [20]

Am]mgm
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where C are the Clebsch Gordan coefficients [21] which
may be expressed using Wigner’s closed-form [22] or in the
Racha’s closed-form [23].

4. ORDER-LIMITED REPRESENTATION

In practice, a (k,2) can be estimated up to a certain order
N, which is dependent on the number and location of mi-
crophones. That is, only ago (k) ...an,n, (k) can be esti-
mated. The calculation of a,,, (k) is performed by capturing
the pressure at .S points on a sphere to yield p (k, Q) ,
1...S. Finally, a,, (k) are found by applying

DPnm (k)

by (kr) 7

S =

n=1... n

(14)
where it is assumed that the microphones are located on a
rigid sphere, and r is the radius of the spherical array. The
term b,, (kr) satisfies [24]

anm (k) =~ ,Mm=—n...

Jn (kr)

hD (kr
i (kr) ()

by (kr) = 4mi™ | jn (kr) — (15)

where j,, () and j/, (-) are the spherical Bessel function of
the first kind and its derivative, respectively. Also, hP) ()

and h;@) (+) are the spherical Hankel function of the second
kind and its derivative, respectively.

Denoting the order of w and H with N,, and N, respec-
tively, allows to formulate the order of w, Ny. The order of
multiplication of polynomials equals to the sum of the poly-
nomial orders. Since the spherical harmonics representation
of w and H use polynomials in cos 8, Ny = N,, + Ng. The
output of the beamformer is therefore set by

min{Naan+NH} n

E ~ Kk
wnm

m=—n

y (k) (k) anm (k) (16)

n=0
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Now, the order of a is limited by the array. The order of
w is arbitrary. The order of H may be limited by the sam-
pling scheme used in the generation of the HRTF database.
However, since the measuring of the HRTF may use moving
microphones it is essentially not limited, so the order of H
may be considered arbitrary as well. Hence, if we select the
order of w, the orders of H which are higher than N, — N,,
are redundant, and vice versa, if we select the order of H, the
orders of w which are higher than N, — Ny are redundant.

5. EVALUATION BY SIMULATION

The proposed binaural beamformer was simulated with a look
direction in the front of the head at €; = (90°,90°). The
CIPIC database of HRTFs [25] that were measured in an ane-
choic setting was used, and their spherical Fourier transforms
were calculated to the order of Ny = 10. The weight func-
tion was selected such that

where n < N,, = 5.

Figure 2 shows the one-dimensional beam pattern of
the binaural beamformer at 1KHz, where the arrival ele-
vation is fixed at 63 = 90°, and the arrival azimuth is a
parameter ¢ € [0,180°]. The output of the binaural beam-
former at each ear is compared to the output of a monaural
maximum-directivity beamformer which is calculated using
y (k) =S SO Y™ () anm (k) [18], and therefore
equal at both ears. It may be seen that using either one of
the beamformers, the signal at the look direction is enhanced.
Furthermore, the head symmetry can be noticed between the
left and right ears with respect to the front of the head. Also,
both binaural and monaural beamformers are similar in terms
of spatial directivity, so any differences in perception cannot
be attributed to spatial attenuation.
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Fig. 2: Beam pattern of the binaural beamformer at 1KHz
is displayed with solid curve, for (a) left ear and (b) right
ear. Beam pattern of a monaural maximum-directivity beam-
former is displayed with a dashed curve.

The binaural beamformer was simulated again with a
signal arriving either from the look direction, i.e. where
Qo = (90°,90°), or from the interferer direction, i.e. where



Qo = (90°,0°). Figure 3 displays the response of the bin-
aural beamformer vs. the original HRTF in the two cases at
each ear. The similarity of the binaural beamformer response
to the HRTF can clearly be noticed when the target signal is
in the look direction. Moreover, in both directions, the output
of the binaural beamformer is similar to the HRTF, therefore
facilitating binaural sound reproduction. However, when the
target is located 90° away in azimuth from the look direction,
the response is attenuated from the HRTF, which is the result
of the weight function.
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Fig. 3: Frequency response of the binaural beamformer
(solid) compared with HRTF (dashed) where look direction
is ; = (90°,90°). Response shown at (a) left ear with
Q0 (90°,90°), (b) right ear with 4 (90°,90°), (c) left ear

with g (90°,0°), (d) right ear with Qg (90°,0°).

6. EVALUATION USING LISTENING TEST

Subjective listening test was performed in order to evaluate
the performance of the binaural beamformer in terms of en-
hancement in intelligibility when compared to the monaural
beamformer. In this test only anechoic speech was used, and
reverberation was not simulated. Speech segments of two
male and two female speakers from the coordinate response
measure (CRM) speech identification test [26] were em-
ployed. This database consists of sentences with the follow-
ing structure “ready CALLSIGN, go to COLOR NUMBER
now!”. Colors are: “Blue”, “Red”, “White”, and “Green”.
Numbers are “One” to “Eight”, and CALLSIGN is a per-
son’s name. The aim of the test is to identify the color and
number for a specific pre-designed call sign. In the original
simulated sound field, a target speaker was placed in front
of the head at Q7 = (90°,90°), and an interfering speaker
was placed at the right ear direction, 2; = (90°,0°). The
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experimental setup was composed of a personal computer
and a computer screen to display the experiment information.
A Keyboard was used for subject response and feedback.
The sounds were played using AKG K702 headphones. In
this experiment, the interfering speaker always used “Blue”
and “Seven” for color and number, respectively. The sub-
jects were instructed to identify the color and the number
of the target speaker, knowing that it can neither be “Blue”
nor “Seven”. Target and interfering speakers were always
from the same gender. The call signs of the male interferer
and target speakers were “Charlie” and “Ringo”, respectively.
The call signs of the female interferer and target speakers
were “Charlie” and “Tiger”, respectively. The test material
consisted of 21 sentences, delivered at an SNR of -40dB at
the array input. Table 1 shows percentage-correct results of 5
subjects, which were students in the research lab. Although
a more comprehensive experiment with more subjects and
a wider SNR range is necessary, this feasibility experiment
shows that better performance is achieved by the proposed
binaural beamforming system.

Table 1: Percentage correct decision of 5 subjects in CRM
listening test when the binaural and monaural beamformers
are used, for -40dB SNR at array input.

Subject 1 2 3 4 5
Binaural | 75.0 | 83.3 | 83.3 | 91.7 | 75.0
Monaural | 41.7 | 33.3 | 58.3 | 75.0 | 33.3
Diff. 333 | 50.0 | 25.0 | 16.7 | 41.7
Av. Diff. 333

7. CONCLUSION

A binaural beamforming approach was proposed which in-
corporates the HRTF in a spatial reproduction scheme. Beam
patterns were displayed for the left and right ears, compared
with a beam pattern of a monaural maximum directivity
beamformer. The frequency response of the binaural beam-
former retrieves the HRTF at the look direction, and propor-
tionally attenuates the HRTF in the direction of the noise.
A preliminary listening test with 5 subjects using the CRM
corpus has shown that the intelligibility is improved by an
average of 33.3% in terms of percentage correct decision,
when using the binaural beamformer.
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