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ABSTRACT

A spatial sensitivity control method for segregating the sound
sources in the same direction by using an acoustic reflector is pro-
posed. Our goal is to clearly pick up the target source at an arbitrary
position using a microphone array. Though many methods have been
studied for spatial sensitivity control, it is difficult to robustly sup-
press the power of noise sources in the same direction of the target
source in a room. To overcome this problem, we attach a reflector
to a microphone array to capture the reflected sounds whose charac-
teristics vary depending on the distance from the array to the source.
Assuming that the acoustical properties of the reflector are known
e.g., measuring the transfer functions, those reflected sounds can be
used as effective clues for segregating the sound sources in the same
direction. With the proposed method, a filter for minimizing the out-
put noise power is derived by taking into consideration of the acous-
tic properties of the reflector. Experiments were conducted in an
actual room by using 96 microphones and a large reflector. We con-
firmed that the spatial sensitivities for segregating the target source
at an arbitrary position from noise sources can be achieved by using
the proposed method.

Index Terms— Microphone array, Spatial sensitivity control,
Acoustical reflector, Transfer function

1. INTRODUCTION

The recent progress in video screen technology has resulted in sev-
eral new styles of video image expression. For instance, 3D TV or
free viewpoint TV[1, 2] can zoom in on an object like we do with
a zoom lens to look at the details of an object. Similar to a zoom
lens, our goal in this study is to clearly pick up sound of a target
source. As a zoom lens narrows the view angle and varies the focal
point distance to focus on the target object, we control the spatial
sensitivity of a microphone array to emphasize a target sound source
located at an arbitrary position while suppressing surrounding noise
sources. Hereafter, we call our new array “telescopic microphone
array”. Applying such a telescopic array in conjunction with 3D TV
will make new video screen technologies more attractive.

Various methods for controlling the spatial sensitivity of a mi-
crophone array [3] have been studied. Directivity control based on
the beamforming method [4] is a popular strategy for emphasizing
sound sources arriving from an arbitrary direction. With this method,
the steering vector [3] is used in designing filters. However, it can-
not be used to suppress noise sources located in the same direction of
the target source. On the other hand, the active noise control (ANC)
technique can be used to separate the target source located in front
of/behind noise sources [5], but it usually requires the room transfer
functions of all noise source positions. Since ANC is very sensi-
tive to changes in room transfer functions, it is difficult to achieve
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spatial sensitivity control that is robust against variation in the room
environment. Adaptive beamforming [6] such as with the minimum
variance distortionless response (MVDR) method [7], is another op-
tion that may solve this problem [8]. However it is also sensitive to
changes in room transfer functions required to constrain the beam-
former response to the target source.

Our telescopic microphone array enables robust control of spa-
tial sensitivity to overcome this problem. Several studies on micro-
phone arrays that exploit reflection or reverberation to estimate the
source distance have been reported [9, 10]. These studies are based
on the fact that reverberation is an effective clue for estimating sound
source distance for human auditory perception [11]. On the other
hand, reflection may also be a useful distance cue because the prop-
agation paths of the reflections vary depending on the distance to the
source. To exploit this feature, we artificially generate reflections by
introducing reflectors that are attached to the microphone array. Be-
cause the reflectors are located very close to the microphone array,
the amplitude level of the reflections will be large; thus the change
in a room’s acoustic characteristics, which affects the room trans-
fer function between the source and microphone array, should be
relatively small and can be ignored. In other words, a room trans-
fer function generated by simulation or measurement in an anechoic
chamber can be used as prior information to design a beamforming
filter. In this paper, we discuss how the reflectors affect the modeling
of room transfer functions. Experimental results from a real acoustic
environment proved that the proposed telescopic microphone array
segregates sound sources located in the same direction but at differ-
ent distances.

This paper is organized as follows. The basic framework of the
microphone array input and brief explanation about the conventional
MVDR method are described in Section 2. In Section 3, a spatial
sensitivity control method that uses a reflector is proposed. Experi-
mental results and discussions are discussed in Section 4, followed
by concluding remarks in Section 5.

2. CONVENTIONAL METHOD

2.1. Problem formulation

Let us consider that M (>1) microphones receive a target and K —1
noise sources, as shown in Fig. 1. Our goal is to segregate the target
source positioned at an arbitrary position without distortion, even if
K is alarge number. The room transfer functions from the target and
the k-th noise source to the m-th microphone are denoted as as,m (t)
and an,,m (t), respectively, where ¢ denotes the time sample index.
When the target source signal and the k-th noise are respectively
denoted as s(t) and ny (t), the observed signal received by the m-th
microphone is given by
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By convolvmg filters wy, (1) of length L, the output signal y(t) is
given by
L—-1

y(t) = Z D wn(Dzm(t—1). )

m=1 =0

Our goal is to retrieve s(¢) by allowing delay to maintain causality,
as expressed in Eq. (3), even if noise sources are positioned in the
same direction of the target source.

y(t) = s(t - %)- 3)

2.2. Microphone array input model in frequency-domain

To conduct convolution by multiplication, Eq. (1) is reformulated in
the frequency domain given by
K-1
x(w,7) = as(W)S(w, ) + Y an, (@)Nk(w,7), @)
k=1
where x(w, 1) = [X1(w,T),..., Xa(w,7)]T is the vector of mi-
crophone observation and S(w, 7), N (w, 7), and X, (w, 7) are the
short-time Fourier transform (STFT) of s(¢), nk (¢), and x,, (¢), re-
spectively. Note that 7 and 7 denotes the frame-time and the trans-
position, respectively. The vectors

as(w) = [As1 (W), ...
aNy, (w) = [ANkal(w)7 ‘. "ANka

As (@),
T
m(@)]",
consist of the room transfer functions from the target and the k-
th noise sources to the m-th microphone denoted as As ,, (w) and

An,,,m(w), respectively. Thus, the output signal Y (w, 7) is calcu-
lated by

Y(w,r) =w" (w)x(w,7), ©)
where w(w) = [Wi(w),..., War(w)]T and ¥ denote the filter in
frequency domain and the Hermitian conjugate, respectively. The
time domain output signal in Eq. (3) is obtained since y(t) is the
inverse short-time Fourier transform (ISTFT) of ¥ (w, 7).

Hereafter, S(w, 7) and Nj (w, 7) are assumed to be uncorrelated
with each other; therefore, Eq. (6) is expressed as

E{s(w,r)s(w,‘r)H} = Ik, (6)
s(w,7) = [S(w, ), N1 (w, ), ,,,7NK,1(w77-)}T7

where E{-} is the expectation operator.

2.3. Filter design of MVDR method

In the MVDR method [6], the filter w(w) is optimized by minimiz-
ing the output noise power Puu(w) while the response gains to U
different positions are constrained,

Wopi(w) = argmin{ Pou(w)}, ™
subject to w' (w)e(w) = g(w), (8)
where

Pou(w) = B{|Y (w,7)[’} = w" (w)R(w)w(w),
Rw) = E{x(w,t)xH(w,t)},

C(w) = [hs(w), hy, ;) (W), ... hy, (4 (W)],
g(w) = [17 0,... 70]T7
hs(w)=[Hs1(w), ..., Hsm(w)]",

hNa(u)( ) [HNU(H),( )

Here, R(w) and o(u) denote the spatial correlation matrix [3] and
the index of the noise source to be drastically suppressed, respec-
tively, and hs(w) and hy,,, (w) are the propagation vectors of the
target and the o (u)-th noise source, respectively. The optimum filter
Wopt(w) is calculated by

HNo(u)s (“J)]T~

Wi (@) =R (@)C() (C" @R @)CW)) ) ©

By using the assumption of Eq. (6), we note that R (w) is calculated
from the propagation vectors of virtual sources defined by

R(w) = [hs(w)hg () + Z hy, (w)hy, (w)] . (10)

k=1

We specifically discuss the MVDR method that uses R(w) calcu-
lated by Eq. (10).

In the original MVDR method [6], the components in the prop-
agation vectors hs(w) and hy,, | (w) are substituted by the steering
vectors [3] given by

o(u

0
9qs Pm
Hg,m (w )_exp( ]wT), (11)

q Pm
L) (12)

Hx, ;m(w) = exp (_.jw

since the sound sources are assumed to arrive as plane waves. Here
pﬁ,?), as, AN, ) and v are the position vectors of the m-th micro-
phone, that of the target, that of the o (u)-th noise source, and sound
velocity, respectively. Because hs(w) and hy, ,, (w) include only
the directional but not the distance information of the source posi-
tions, the noise sources located in the same direction as that of the
target source cannot be suppressed. On the other hand, applying
room transfer functions to the components of the propagation vec-
tors would enable us to distinguish the sources aligned in the same
direction.

Hs,m(w) = As,m (w), 13)
HNa(u),m(UJ) = ANa(u),m(UJ)- (14)

However, the microphone array would be very sensitive to changes
in room transfer function, i.e., the room’s acoustic characteristics.

5458



@ & O .
= Target source S
4
$\ Noise source b Ay,
1 fAqi
{ Reflector f ,:" S
H 7/ [ HARN
] .
! Origin: /b | i \\\
microphone g o
T~
Mirrorimage !
Xm(a), ‘l') of microphone )/ 3 N
4 m
/ \
) W N5 X, (0,7)
p"l pm

Fig. 2. Generation of reflected sounds by using positioning reflector

3. PROPOSED METHOD

The basic idea that underlies our approach is that we modify the
modeling of the propagation vector hs(w) and hy, - (w) to include
distance information of sound sources while being independent from
the room’s acoustic characteristics. To accomplish this, we introduce
a reflector attached to the microphone array that produces strong re-
flections included in the array input signal. Normally a reflection is
produced by any solid object that reflects sound waves. In an indoor
environment, such objects could be the walls, ceiling or floor of the
room or any other large flat items. When we have two sound sources
aligned in the same direction from a microphone as described in
Fig. 2(a), the propagation paths of reflections vary depending on the
source position whereas the direct sounds propagate the same path.
This implies that the active observation of reflections enables us to
distinguish the source distance although the sources are located in
the same direction. The most straightforward approach for exploit-
ing the reflections would be using reflections generated by such ob-
jects, e.g., walls. However, this will exhibit the same problem as we
saw in the application of a room transfer function to the propagation
vector because the paths of reflections vary depending on the room’s
acoustic characteristics.

Assume that a large reflector is attached to the microphone array,
as described in Fig. 2(a) which generates strong reflections. Because
the length of the propagation path is much shorter, the reflections
generated by the reflector will be dominant in the observed signal
compared to the reflections generated by the walls; thus, the reflector
will enable us to ignore the effect of reflections generated by other
items.

Assuming that reflections are modeled using the image method
[12], each reflection is regarded as a signal generated from an image
source. Analogously, we could also say that the input signal con-
sists of a source received by real and mirror image microphones as
described in Fig. 2 (b). In other words, we can define the propaga-
tion vectors as composed of the direct sound and reflections up to
the D-th order, as expressed in Egs.(15) and (16),

D (d) (d)
K w . Pm —gs
Hs_m(o.))ZZ m eXP(—JWw)y (15)
d=o0 ||Pm
D @) () Ipl) — I
_ K w . Pm qNa(u)
HN”(T,)-m(w)—Z NG T (—JW f)’
=0 llPm” —an,, I

(16)

where p'? and k® (w) denote the coordinates of a mirror micro-
phone of the d-th image source and reflection coefficient of the d-th
image source, respectively. Note that the 0-th reflection corresponds

1000 mm

Microphone

Fig. 3. (i) Telescopic microphone array using large reflector, (ii) is
cross-section of (i)

Table 1. Experimental parameters

Sampling frequency 48 kHz
Filter length 2048 taps
Number of microphones, M 96 ch

Number of measurement positions,
(= Number of sound sources, K)

238 (= 17 directions
x 14 distances)

Angle interval for measurement 2.0°

Distance interval for measurement | 0.5 m

Number of gain constraints, U 2

Reverberation time of room, Tgg 180 msec

Room size 11.8 m (W) x 6.3 m (D)
x 3.0 m (H)

to the direct sound; thus (*) (w)=1. By substituting H,,, (w) and
Hy, ,,m(w)into hs(w) and hy,_ ) (w) by Eqs. (15) and (16), solv-
ing Eq. (9) will derive a filter w(w) that distinguishes source dis-
tances and is independent from the room’s acoustic characteristics.
It is preferable to design a reflector whose shape generates higher
order reflections. Heuristically, a rectangular shape performs well,
as described in the following section; however, this solution should
be studied for future work.

4. EXPERIMENTS

4.1. Experimental conditions

Experiments were conducted to evaluate the effectiveness of the pro-
posed method. Figure 3 (i) shows the telescopic microphone array
with a large reflector, to which 96 omni-directional microphones are
attached. Figure 3 (ii) shows a cross-sectional schematic in the hor-
izontal plane of the telescopic microphone array. The shape of the
reflector is based on a chamfered rectangle. The reflector was made
from several plates of acrylonitrile butadiene styrene (ABS) with a
total thickness of 10 mm. The length of the largest part of the reflec-
tor is 1.0 m. To reduce the level of observed noise arriving from the
back of the microphone array, all microphones were built inside the
reflector’s enclosure.

For calculating w(w), the transfer functions from multiple vir-
tual source positions to the telescopic microphone array were mea-
sured in a real acoustic environment whose reverberation time (Tg0)
was 180 msec. 238 different virtual source positions, i.e., combina-
tions of 17 directions and 14 distances (Fig. 4), were selected. Other
experimental parameters are listed in Table 1.
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4.2. Experimental results

Figure 5 shows the spatial sensitivities of different frequencies when
the target source was positioned 5.5 m from the center of the array
in the direction of 0°. If the spatial sensitivity is low at every posi-
tion except for the target position, the telescopic microphone array
effectively segregates the target source from noise sources. From the
results, the spatial sensitivity was small even in the same direction of
the target source as long as the distance from the microphone array
was different. On the other hand, Fig. 6 shows the spatial sensitivi-
ties when the direction of the target source was changed to 10°. As in
the case where the target source was positioned in 0°, a distinctively
high spatial sensitivity could be seen at the position of the target
source. Finally, Fig. 7 shows the spatial sensitivities when the dis-
tance between the microphone array and target source was changed
to 7.5 m. Again, the proposed method effectively emphasized the
target source even though the target was located at a relatively dis-
tant position. From these experimental results, it is confirmed that
the proposed telescopic microphone array distinctively segregates a
target source located at a particular position.

5. CONCLUSION

We proposed a spatial sensitivity control method for our telescopic
microphone array, which uses a reflector to segregate a target source
from noise sources. By placing the reflector close to the microphone
array, we artificially generate reflections to segregate sound sources
located in the same direction but at different distances from the mi-
crophone array. By taking into consideration the acoustical proper-
ties of the reflector, the filters for forming an optimal spatial beam
were calculated. Experiments using the telescopic microphone array
composed of 96 microphones and a large reflector were conducted
in real acoustical environment. After investigating the spatial sensi-
tivities of the proposed microphone array, it was confirmed that the
target source could be segregated even if there were noise sources in
the same direction of the target.

There are many other issues that need further study, e.g., inves-
tigating the performance of the proposed microphone array in more
reverberant environments, and reducing the number of transfer func-
tions to be measured preliminarily. Furthermore, we believe more
theoretical design of the reflector is also needed.
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