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ABSTRACT

FTV (Free-viewpoint Television) is the ultimate 3DTV that 
captures all rays in 3D space and reproduce the same rays at 
different place and time, thus it allows users to view a 3D 
scene by freely changing the viewpoints. We proposed the 
concept of FTV and realized FTV by developing various 
types of ray capture, processing and display technologies. 
At present, FTV is available on a laptop PC or a mobile 
player, and FTV with free listening-point audio is also 
realized. The international standardization of FTV has been 
conducted in MPEG. The first phase of FTV was MVC 
(Multi-view Video Coding) and the second phase is 3DV 
(3D Video). 

Index Terms— FTV, Free-viewpoint television, ray-
space, MVC, 3DV

1. INTRODUCTION 

We are surrounded by audio-visual information in 3D space. 
It is the ultimate target of communication and broadcast to 
transmit and reproduce 3D space with all audio-visual 
information.  

FTV (Free-viewpoint Television) [1]-[4] enables us to 
view a 3D scene by freely changing our viewpoints as if we 
were there. FTV is the ultimate 3DTV that transmits the 
infinite number of views and ranked as the top of media. It 
is also the best interface between human and environment, 
and an innovative tool to create new types of content and art. 

We proposed the concept of FTV and verified its 
feasibility with the world’s first real-time system including 
the complete chain of operation from image capture to 
display [5]. FTV with audio was realized by adding free 
listening-point function [6]. 

FTV is based on the ray-space method [7]-[9]. We 
developed ray capture, processing, and display technologies 
for FTV. All-around ray-reproducing FTV has been realized 
by using these technologies [10]. 

The international standardization of FTV has been 
conducted in MPEG. The first phase of FTV was MVC 
(Multi-view Video Coding). MVC was completed in May 
2009 and has been adopted by Blu-ray 3D. The second 

phase of FTV is 3DV (3D Video). 3DV is a standard that 
targets serving a variety of 3D displays. 

2. PRINCIPLE OF FTV 

FTV transmits a finite number of views captured by multi-
camera and the other views at non-camera positions are 
generated. This free-viewpoint image generation is 
performed by integration and interpolation of rays. This 
process is performed systematically in the ray-space. We 
define two types of ray-space. One is orthogonal ray-space 
and another is spherical ray-space. The orthogonal ray-
space is obtained by linear camera arrangement and the 
spherical ray-space is obtained by circular camera 
arrangement. 

For the linear camera arrangement, the orthogonal ray-
space is constructed by placing captured camera views 
upright and parallel, as shown in Fig. 1, and filling the 
vacancy between views. An example of filled ray-space is 
shown in Fig. 2. As seen in this figure, the horizontal cross-
section of ray-space has a line structure. The line structure is 
used for the ray interpolation. A free viewpoint image is 
generated by cutting the ray-space vertically with a planar 
knife at a position determined by the viewpoint. Several 
parallel knifes are used to cut the ray-space to generate view 
images for a 3D display. 

 

Fig. 1. Acquisition of orthogonal ray-space.

Fig. 2. Orthogonal ray-space and its horizontal cross-section.
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3. FTV SYSTEM 

3.1. Configuration of FTV System  

At the sender side of the FTV system, a 3D scene is 
captured by multiple cameras. The captured images contain 
the misalignment and luminance differences of the cameras. 
They must be corrected to construct the ray-space. The 
corrected images are compressed for transmission and 
storage by the MVC (Multi-view Video Coding) encoder. 

At the receiver side, reconstructed images are obtained 
by the MVC decoder. The ray-space is constructed by 
arranging the reconstructed images and interpolating them. 
Free-viewpoint images are generated by cutting the ray-
space vertically and are displayed on a 2D/3D display. 

3.2. Capture

We constructed a real-time FTV system [11], [12], where a 
1D-arc multi-camera is used for capturing. It consists of 16 
cameras, 16 clients and 1 server. Each client has one camera 
and all clients are connected to the server with Gigabit 
Ethernet.

A “100-camera system” [13] as shown in Fig. 3 was 
developed to capture larger spaces. The system consists of 
one host-server PC and 100 client PCs (called ‘nodes’) that 
are equipped with JAI PULNiX TM-1400CL cameras. The 
interface between camera and PC is Camera-Link. The host 
PC generates a synchronization signal and distributes it to 
all of the nodes. This system is capable of capturing not 
only high-resolution video with 30 fps but also analog 
signals of up to 96 kHz.  

Furthermore, we have developed an all-around dense ray 
capture system and an efficient ray capture method that can 
capture several rays per 1 pixel [14]. 

2 D array arrangementLinear arrangement

Circular arrangement

Fig. 3. 100-camera system. 

3.3 Correction 

The geometric correction [15], [16] and color correction 
[17] of multi-camera images are performed by measuring 
the correspondence points of images. This measurement is 
made once the cameras are set. 

3.4 View Generation 

Ray interpolation for view generation is made by detecting 
depth information pixel by pixel from the multi-view video. 
We proposed several ray interpolation schemes of the ray-
space [18]-[21]. 

In the beginning, free-viewpoint images were generated 
by a PC cluster. Then, FTV was implemented on a laptop 
PC and a mobile player. 

Synthesized view contains artifacts if there is error in 
depth estimation. Considering the fact that synthesis 
artifacts can be measured at the location of the reference 
views, thus we can eliminate similar error in the synthesized 
location. Based on this idea, we have developed three 
methods which can be applied during free-viewpoint 
rendering to suppress errors [22]-[24]. Fig. 4 shows view 
synthesis by reliability-based optimization and improvement 
of free-viewpoint images. 

Input: Two reference images 
and their depth maps

Reliability check 

Energy formulation 
(error cancellation) 

Optimization 

Output: Free-viewpoint 
image 

Ground 
truth 

Conventional 
view synthesis

Proposed view 
synthesis  

with interpolation

Proposed view 
synthesis 
with GC

PSNR (dB) 31.30 31.80 33.07 

Flowchart of free-viewpoint 
image generation

Generated free-viewpoint images

Fig. 4. View synthesis by reliability-based optimization and 
improvement of free-viewpoint images. 

3.5 User Interface 

Various types of user interface as shown in Fig. 5 were 
developed for FTV.  

The first type of user interface shows views only at the 
viewpoints given by the user. User’s viewpoint can be given 
using an eye/head-tracking system, a remote controller, or a 
touch panel. We realized this type of user interface on 
conventional 2D, stereoscopic and autostereoscopic 3D 
displays. 
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The second type of user interface provides all views so that 
users can see any views by changing their locations in front 
of the interface. Seelinder [25] belongs to the second type. It 
is a 360-degree, ray-producing display that allows multiple 
viewers to see 3D FTV images. 

FTV on a laptop PC
with mouse
control

FTV on a 2D display
with head tracking

FTV on a multi view 3D
display with head
tracking

FTV on a multi view 3D
display without head
tracking

FTV on a mobile player
with touch panel
control

FTV on an all around
3D display (Seelinder)

Fig. 5. Various types of FTV user interface. 

4. FTV AUDIO 

Realization of free listening-point audio generation in real 
environment is a challenging issue. Two free listening-point 
audio generation methods were employed for FTV [5]. The 
first method is based on sound wave ray-space method [26]. 
The second method is based on acoustic transfer function 
(ATF) estimation and blind signal separation (BSS) of 
sources of sound [27]. Using each of listening-point audio 
generation methods, we are able to integrate the audio-
visual information, and realize FTV with audio. 

5. INTERNATIONAL STANDARDIZATION OF FTV 

We proposed FTV to MPEG in 2001. First, many topics on 
3D were discussed. The discussion was converged on FTV 
in January 2004 and the standardization of the coding part 
of FTV started as MVC (Multi-view Video Coding) [28]. 
MVC was the first phase of FTV and completed in March 
2009. MVC is based on H.264/MPEG4-AVC and has been 
adopted by Blu-ray 3D. MVC is used as shown in Fig. 6. 

FTV cannot be constructed by coding part alone. We 
proposed to standardize the entire FTV and MPEG started 
the standardization activity of FTV and MPEG-FTV was 
established in April 2007. 

In January 2008, MPEG-FTV targeted the 
standardization of 3DV (3D Video) [29]. 3DV is a standard 
serving for a variety of 3D displays. 3DV is the second 
phase of FTV. “Call for Proposals on 3D Video Coding 
Technology” was issued in March 2011 [30]. 3DV is used 
as shown in Fig. 7. 

MVC
Encoder

Sender side Receiver side

Trans-
mission

MVC
Decoder

Multiview
images

Multiview
images

Fig. 6. Framework of MVC (Multi-view Video Coding). 
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Fig. 7. Framework of 3DV (3D Video). 

6. CONCLUSION 

FTV captures all rays in 3D space and reproduce the same 
rays at different place and time. FTV is the ultimate 3DTV 
with infinite number of views and ranked as the top of 
visual media. We realized FTV by developing various types 
of ray capture, processing and display technologies. At 
present, FTV is available on a laptop PC or a mobile player. 
We have also realized all-around ray-reproducing FTV.  

FTV enables the realistic viewing and free navigation of 
3D scenes. FTV will find many applications in the fields of 
broadcast, communication, amusement, entertainment, 
advertising, design, exhibition, education, medicine and so 
on. FTV became the key concept of 2022 FIFA World Cup 
bidding to Japan though the bid was not successful. Japan 
planed to deliver the 3D replica of soccer stadium to all over 
the world by FTV. 

The international standardization of FTV has been 
conducted in MPEG. The first phase of FTV is MVC and 
the second phase is 3DV. MVC has been adopted by Blu-
ray 3D. 
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