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ABSTRACT
We have designed and built the first commercially avail-

able all-analog adaptive beamforming integrated circuit utiliz-

ing a dual microphone array. Beamforming performs spatial

filtering by exploiting time-of-arrival differences between mi-

crophones. Our analog implementation has the advantage of

using very little power which is important in portable, battery-

powered devices. Rather than optimize parameters for a sin-

gle filter as in a standard adaptive FIR filter used in conven-

tional beamformers, our implementation selects among mul-

tiple filters each pre-programmed to provide various different

spatial-filter patterns.

1. MULTI-MICROPHONE NOISE REDUCTION IN
ANALOG VLSI

The popularity and ubiquity of cell phones and bluetooth

headsets in recent years has been driving the demand for

sophisticated, low-power audio noise reduction. Various ap-

proaches to this problem include both single-microphone

and multi-microphone solutions. Single-microphone so-

lutions typically utilize spectral subtraction [1]. Several

multi-microphone approaches exist including beamforming

[2], blind-source separation [3], and computational auditory

scene analysis [4].

Of the various multi-microphone approaches, beamform-

ing is the simplest. Beamforming performs spatial filtering by

exploiting time-of-arrival differences between microphones

in an array. Spatial filters provide directional patterns of atten-

uation where one can direct nulls for maximum attenuation in

a specific direction or to provide optimal attenuation for dif-

fuse noise fields. Adaptive filters can be used to control the

directional patterns in changing noisy environments.

We have designed and built the first commercially avail-

able all-analog adaptive beamforming integrated circuit [5],

which selects among multiple filters each pre-programmed

for particular spatial patterns rather than adapting a single

FIR filter as in standard beamformer algorithms. Our analog

smart-mic array uses very little power, drawing only 210μA,

providing a drop-in replacement for standard electret micro-

phones while delivering up to 30 dB of noise reduction [6].
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Fig. 1. (a) Geometry of a two microphone array with desired talker
and unwanted intereferer. Our derivation assumes a simple time-
delay model for far-field sound wave propagation. All angles are
referenced counterclockwise from the speaker. Endfire refers to di-
rections along the axis defined by the microphone pair, while broad-
side refers to directions perpendicular to the endfire axis. (b) Delay-
and-Sum beamformer — this simplest possible beamformer system
illustrates the basic beamforming approach.

2. ADAPTIVE BEAMFORMING NOISE
CANCELLATION

Because sound signals from a desired speaker and unwanted

interferers typically arise from different locations relative to

the microphone, the spatial separation between the speaker

and interferers can be exploited to separate the desired sound

signal from the unwanted interferer using spatial filters based

on beamforming [2]. Beamformer design assumes that propa-

gation of the sound waves from each source can be adequately

represented by simple time delays. Any environmental ef-

fects such as reflections, diffusion or diffraction, as well as
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Fig. 2. (a) Griffiths-Jim beamformer block diagram (b) Response-Select beamformer block diagram

any effects due to mismatch of microphone spectral character-

istics, will cause frequency-dependent deviations from these

assumptions which can degrade the attenuation performance

of the system. However, the system can still provide good, if

not perfect, noise cancellation.

Figure 1 defines the geometry of the two-microphone

null-steering problem. The front microphone, MF , lies

closest to the talker and we choose the back microphone,

MR, to serves as an un-delayed reference signal. Given the

frequency-domain representation of a sound source as X(s),
equations (1) and (2) represent the signals captured by the

front and back microphones respectively as

XF = e−sΔmX(s) (1)

and

XR = X(s) (2)

where s = jω. Referring to Fig. 1(a), we see that equa-

tion (1) defines the relative time delay between wave fronts

arriving at each microphone from the far-field source as

Δm = −d
c cos θm, where d is the separation between the mi-

crophones, c is the speed of sound, and θm is the direction of

arrival of the interfering source. This derivation assumes the

distance from the interfering source to the microphone pair

is much greater than the distance separating the two micro-

phones. This far-field assumption simplifies the relative time

delay relationship between microphones by assuming sound

propagation by planar rather than spherical wave fronts and

implies that the amplitudes of the signals received by both

microphones are the same.

Figure 1(b) shows the simplest possible adaptive two-

microphone null-steering architecture. Given a spatially

localized interferer, the most straightforward method for can-

celing the interferer is to apply a simple adjustable delay,

Δm , implemented by a filter H(s) to XF and subtract the

resulting signal from XR such that Y = 0. Automatic tuning

of the null for different source directions adjusts the filter

coefficients of H(s), to minimize the power of the output sig-

nal, Y . Simple automatic tuning causes problems if the talker

dominates the interferers in the microphone input signals,

because the system will attempt to cancel the talker rather

than the interferers.

Griffiths and Jim proposed a simple modification to

the basic adaptive null-steering architecture (illustrated in

Fig. 2(a)) that allows the system to automatically tune nulls

without cancelling the talker [7]. Essentially, a fixed beam-

steerer acts as a pre-processor that provides a fixed null to

cancel the talker input to the adaptive filter — thus no signal

due to the talker can cancel itself in the final subtraction nor

can it have any impact on filter adaptation.

To create the fixed null needed to cancel the talker from

the adaptive filter path, the pre-processor must ensure the in-

put signals to the difference operation are time-aligned and

their amplitudes are equal. Assuming the talker location is

fixed in the endfire direction closest to the front microphone,

the proper delay to time-align the inputs of the difference op-

eration is given by Δs = d
c . Although the following deriva-

tions utilize an ideal delay, Δs, in our analog implementation

the delay is actually implemented with a second-order Bessel

filter.

Because the talker usually lies in the near-field of the mi-

crophones, the talker signal amplitude on both microphones

must be balanced to guarantee cancellation of the talker from

the difference path. A gain term in the back microphone path

given by A = 1 + d
r provides the desired balance where it

is assumed that the signal decays inversely with distance and

the talker lies in the endfire direction closest to the front mi-

crophone.
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Fig. 3. (a) Broadside null polar pattern (b) Hypercardioid polar pattern with null at 109◦ (c) Endfire null polar pattern

3. RESPONSE-SELECT BEAMFORMING WITH
ANALOG FILTERS

As discussed previously, automatic null-steering systems typ-

ically utilize adaptive filters. Prior research explores analog

implementations of adaptive filter structures such as tapped-

delay-lines and adaptive weights [8, 9, 10], but our design

utilizes a novel response-select architecture [5] that avoids

the complexity of implementing adaptive algorithms in sili-

con. The response-select architecture chooses the optimal fil-

ter output signal from among a bank of fixed filters that are

pre-programmed to correspond to given directions in space

relative to the microphone array. Figure 2(b) illustrates the

general response-select architecture for N nulls.

3.1. Ideal Null-Filter Frequency Response

Assuming no talker signal is present, creating a null in a given

direction, θm, requires the corresponding null block to yield

Ym = 0 . Referring to Fig. 2(b), we see each null filter has a

sum path and a difference path similar to that in the Griffiths-

Jim architecture and that the output is given by

Ym (s) = XS (s)−Hm (s)XD (s) = 0 (3)

From the response-select block diagram, observe that

XS (s) = A+ e−sΔ′
m (4)

yields the sum path signal, and

XD (s) = A− e−sΔ′
m (5)

yields the difference path signal, where

Δ′
m = Δm +Δs (6)

denotes the total delay from signal propagation and the delay

filter in the Griffiths-Jim pre-processor. Substituting (4) and

(5) into (3) leads to the following null-filter transfer function

required to cancel an interferer from a given direction

Hm (s) =
A+ e−sΔ′

m

A− e−sΔ′
m

(7)

This is the ideal transfer function to provide perfect cancella-

tion for a localized broadband source arriving from θm. Un-

fortunately, this frequency response cannot be directly imple-

mented as an analog filter.

3.2. Analog Approximation

Implementing the desired frequency response using a linear

time-invariant analog filter requires we express (7) as a ratio-

nal approximation in s with the constraint that this rational

function yields a stable filter. We approximate (7) using the

bilinear transform — a special case of the Padé approximant

— given by

e−sΔ′
m ≈ 2−sΔ′

m

2+sΔ′
m

(8)

Substituting (8) into (7) results in

Hm (s) = K
s+ ωzm

s+ ωpm
(9)

where K = A−1
A+1 provides the filter gain, ωzm = 1

K
2

Δ′
m

yields

the filter zero, and ωpm = K 2
Δ′

m
defines the filter pole. Obvi-

ously the pole of (9) lies in the left half of the s-plane, there-

fore (9) is a stable, continuous-time filter approximation to

(7).

Our response-select beamformer adapts to changing noise

and environmental conditions by selecting among the out-

puts of the several null-filters whose design was previously

outlined. Several circuit methods could be utilized, but our

implementation comprises peak-detector circuits to estimate

the signal energy from each null-filter and then selects among

them using hysteretic comparators.
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Fig. 4. Illustration of three null-filters tuned to give the three po-
lar patterns appearing in Fig. 3. Because the approximation in (9)

diverges from the ideal response in (7) at higher frequencies, we ex-
pect the patterns to also diverge from ideal as seen in Fig. 3(c)

3.3. Response-Select Results

We show the results of our response-select beamformer in

terms of polar plots of beam patterns for three different nulls

at broadside, 109◦, and endfire in Fig. 3 and the corresponding

null filters in Fig. 4. The polar response patterns of Fig. 3 are

composite plots generated using the root-mean-square (RMS)

value of attenuation referenced to twice the signal level of the

MF input signal (which provides the 0 dB reference) over

a frequency from 1 to 4 kHz. The magnitude and phase re-

sponse plots in Fig. 4 show the set of null filters configured

as first-order low pass filters (LPF) with corner frequencies

of 521 Hz, 393 Hz, and 261 Hz corresponding to the figure-

8 type polar response with nulls at 90◦ and −90◦ shown in

Fig. 3(a), a hyper-cardioid type polar response with nulls at

109◦ and −109◦ shown in Fig. 3(b), and a cardioid type polar

response with a null at 180◦ as shown in Fig. 3(c).

Referring to Fig. 3(c), note that the null at 180◦ is actu-

ally a minor lobe with symmetrical nulls near the 180◦ axis

direction — this is due to deviation of the analog filter approx-

imation from the ideal filter response. At lower frequencies,

the polar response pattern of the endfire null-filter includes a

null at 180◦, and the null begins to drift away from the 180◦

axis as frequency increases.

4. CONCLUSION

Unlike prior beamforming implementations, the response-

select beamformer does not require an adaptive filter to con-

tinuously track changing locations of unwanted interferers.

Additionally, the response-select beamformer is implemented

using standard analog designs, leading to tremendous power

savings over digital designs which we have shown by con-

structing a fully analog IC implementation that draws less

than 210μA — a power drain comparable to an electret mi-

crophone alone — while providing up to 30 dB of noise

rejection. The power savings of our multi-microphone analog

noise reduction circuit are ideal for portable, battery-powered

applications such as bluetooth headsets. It is conceivable that

the design philosophy outlined in this paper could be applied

to other algorithms with similar results.
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