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ABSTRACT

We propose a dynamic Bayesian classifier for the socio-
situational setting of a conversation. Knowledge of the socio-
situational setting can be used to search for content recorded
in a particular setting or to select context-dependentmodels in
speech recognition. The dynamic Bayesian classifier has the
advantage – compared to static classifiers such a naive Bayes
and support vector machines – that it can continuously update
the classification during a conversation. We experimented
with several models that use lexical and part-of-speech in-
formation. Our results show that the prediction accuracy
of the dynamic Bayesian classifier using the first 25% of a
conversation is almost 98% of the final prediction accuracy,
which is calculated on the entire conversation. The best final
prediction accuracy, 88.85%, is obtained by bigram dynamic
Bayesian classification using words and part-of-speech tags.

Index Terms— Dynamic Bayesian networks, conversa-
tion classification, socio-situational setting

1. INTRODUCTION

“You shall know a word by the company it keeps” [1]. We
also shall know a conversation by the situation in which it is
used. This situation is characterized by several aspects, such
as conversation goals, the number of speakers and listeners,
the relation among the speakers and listeners and the conver-
sation medium.

In different socio-situational settings, people may demon-
strate differences in their pronunciation, word choice and
grammar use [2]. For example, one might explain the defi-
nition of “Artificial Intelligence ” to a friend in a vivid as “a
system designed to mimic the behaviors of humans or ani-
mals”, while a stricter definition in an academic presentation
might be “The study and design of intelligent systems . . . ”.

The socio-situational setting of a conversation – whether
it is a spontaneous conversation by phone or face to face, a
lecture in a classroom or a political debate – is independent
of the topic of a conversation and related to, but different from
a conversation’s genre. Topics relate to conversation content.
Different types of conversations can relate to the same topics.

For example, one might want to search a lecture on “West-
ern civilization”, rather than a political debate which refers to
“Western civilization”.

A genre has a set of stylistic and rhetoric characteristics
and some content related aspects. For example, a text or con-
versation may be classified as science fiction or as a reportage.
In contrast, the socio-situational setting, as we use it here,
classifies a conversation into categories such as spontaneous
face-to-face conversations, lectures or debates.

Traditional conversation classification methods are based
on text classification. The text of the entire conversation is
used to find the socio-situational setting. Intuitively, how-
ever only a small amount of text may be sufficient to provide
a reasonable guess of the socio-situational setting. For ex-
ample, a conversation beginning with “In this class, we will
. . . ” is likely to be a lecture, and a conversation starting with
“Hello, this is Mike speaking.” probably is a spontaneous con-
versation by phone. Therefore, dynamic classification meth-
ods update the class prediction during the conversation. Such
dynamic classification methods can be used for example to
select a situation-specific language model on the fly [3, 4].

In this paper we present an approach to dynamic classifi-
cation of the socio-situational setting. In particular we studied
if it is sufficient to use only the initial part of a conversation to
make an accurate prediction of the socio-situational setting.

The paper is organized as follows. The next section briefly
discusses related work. In section 3, we introduce dynamic
Bayesian networks and present our dynamic Bayesian classi-
fiers. The experiments we conducted are described in section
4. Finally, based on the results, conclusions are drawn.

2. RELATED WORK

Socio-situational setting classification is related to classic
genre classification. As defined by Kessler [5], the genre is
the way a text is created, the way it is distributed, the register
of language it uses and the kind of audience it is addressed
to, such as an Editorial, a Reportage or a Research article. In
language processing, parsing accuracy, part-of-speech (POS)
tagging accuracy and word-sense disambiguation can be en-
hanced by taking genre information into account.
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Classification of the genre or the social situation is typ-
ically done based on all words in a segment of text [6, 7].
Classifiers used include decision trees, neural networks, sup-
port vector machines and K-nearest neighbors classifiers [8].

Naive Bayesian (NB) classifiers described by [9], are seen
as the most important probabilistic classifiers in document
classification. A chain augmented naive Bayesian (CAN) clas-
sifier [10] can be viewed as a combination of a NB and a n-
gram language model. It determines the category by maxi-
mizing the likelihood of a sequence of word given class label.
However, none of these works tried to dynamic update pre-
diction during a conversation.

3. DYNAMIC BAYESIAN DOCUMENT
CLASSIFICATION

3.1. Features

Three simple features are used in dynamic Bayesian socio-
situational setting classification: words, POS-tags and sen-
tence length. As are discussed in [7, 11], the distribution
of these features varies in different socio-situational settings.
For example, in news report, more nouns and articles are used
than in spontaneous conversations, while in in the later, more
adjectives are used on average than in formal conversations,
such as political debates/discussions and sermons. The sen-
tences in spontaneous speech are considerably shorter than in
formal conversations.

3.2. Dynamic Bayesian networks

Dynamic Bayesian networks (DBNs) [12] extend Bayesian
networks. They can model probability distributions of semi-
infinite sequences of variables that evolve over time. A DBN

can be represented by a prior model P (X1) and a two slice
temporal Bayesian network which defines the dependence be-
tween a particular step and previous step:

P (Xt|Xt−1) =
N∏

i=1

P (X i
t |Pa(X i

t)) (1)

where Xt is the set of random variables at time t and X i
t is

the ith variable in time step t. Pa(X i
t) are the parents of X i

t .

3.3. Dynamic Bayesian document classifier

We classify conversations based on their lexical transcripts.
This can be seen as document classification, which maps
a document d to one of a set of predefined classes C =
{c1, c2, ..., cn}. DB classification is a conditional probabilis-
tic classification method. Probabilistic classification makes
a prediction by seeking a category which maximizes the

posterior probability P (C = c|D = d):

c∗ = arg max
ci∈C

{P (C = ci|D = d)}, (2)

= arg max
ci∈C

{P (C = ci) × P (D = d|C = ci)
P (D = d)

}. (3)

The DB method differs from this general approach in that it
updates the classification for every word that is observed:

c∗ = arg max
ci∈C

{P (Ct = ci|D1:t = d1:t)}, (4)

where Ct is the class variable at time step t and d1:t is the
observed document information from time step 1 to t. Let

αt(i) = P (Ct = ci|D1:t = d1:t). (5)

Using the forward algorithm for DBNs [12], α t can be calcu-
lated in an iterative way.

Take the DB classification model in Fig.1 as an example,

α1(i) =
P (C1 = ci) × P (D1 = d1|C1 = ci)

P (D1 = d1)
, (6)

αt(i) =

∑
j∈[1,n](P (Ct = ci|Ct−1 = cj) × αt−1(j))

P (Dt = dt|D1:t−1 = d1:t−1)

× P (Dt = dt|Ct = ci).

(7)

At every time step, the class label can be updated by se-
lecting the class that maximizes the posterior probability:

c∗ = arg max
ci∈C

αt(i). (8)

Actually both the NB and CAN classification methods are

Fig. 1. Examples of Bayesian classifiers, the left one is NB,
the middel is DBN classifier, the right one is trigram DBN clas-
sifier using word and POS

particular dynamic Bayesian classification methods under the
condition that P (Ct = ci|Ct−1 = ci) = 1. When the whole
document is observed, and if we assume that there is no de-
pendency between the dts, it is a NB classification method. If
there is a Markov chain dependency between d t−1 and dt, it
comes down to the CAN classification method.

4. EXPERIMENT

We experimented with nine different dynamic Bayesian clas-
sifiers for socio-situational setting classification. These mod-
els differ in the features used and in the relations between the
features modelled.
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4.1. Data

The models are trained and tested on the transcriptions of
the Corpus Spoken Dutch (Corpus Gesproken Nederlands,
CGN) [13]. This corpus consists of transcribed audio record-
ings of Dutch, divided into 14 components that correspond
to socio-situational settings such as spontaneous face to face
conversations, simulated business negotiations, lectures and
read speech. The corpus contains almost 9 million words. In
this experiment, a vocabulary of 44368 words was created,
which contains all words that occur more than once in the
training data. The words not in the vocabulary were treated as
an out-of-vocabulary token. 80% of CGN is used for training,
10% for development and the remaining 10% for evaluation.

4.2. Models

4.2.1. Unigram DB classification

The unigram DB classification equals naive bayesian classifi-
cation. The interpolated conditional probability of words the
in unigram DB classification method is,

Pint(wt|ct) = λ1P (wt) + λ2P (wt|ct). (9)

In case of using the combination of words and POS-tags, the
interpolated probability is,

Pint(wt|post, ct) = λ1P (wt) + λ2P (wt|ct)
+ λ3P (wt|post) + λ4P (wt|, post, ct).

(10)

4.2.2. Bigram DB classification only using word or POS

These two models are under the assumption of a 1-order
Markov chain. The features at a particular time step t only
depend on the features at t−1 and the current hidden variable
ct. The interpolated conditional probability is:

Pint(wt|wt−1, ct) = λ1P (wt|wt−1, ct)
+ λ2P (wt|wt−1) + λ3P (wt).

(11)

4.2.3. Bigram DB classification using combination of words
and POS

For this model each POS-tag is conditioned on the previous
POS-tag using equation (10). The interpolated conditional
probability of a word in this case is:

Pint(wt|wt−1, post, ct) = λ1P (wt) + λ2P (wt|ct)
+ λ3P (wt|wt−1, ct) + λ4P (wt|post)
+ λ5P (wt|wt−1, post) + λ6P (wt|wt−1, post, ct).

(12)

4.2.4. Trigram DB classification only using words or POS

The 2nd order Markov chain is applied in these two mod-
els. Words or POS-tags are used as features of a conversation.

Take the trigram DB classifier that uses only words as an ex-
ample, at time step t, wt depends on ct, wt−1 and wt−2. The
conditional probability is represented as an interpolation:

Pint(wt|wt−1, wt−2, ct) = λ1P (wt|wt−1, wt−2, ct)
+ λ2P (wt|wt−1, ct) + λ3P (wt|ct) + λ4P (wt).

(13)

4.2.5. Trigram DB classification using combination of words
and POS

In this model (Fig. 1), the POS-tags are conditioned on the
previous two POS-tags using equation (13). w t depends on
previous two words wt−1, wt−2, as well as on the current
post and on the class label ct.

Pint(wt|wt−1, wt−2, post, ct) = λ1P (wt)
+ λ2P (wt|ct) + λ3P (wt|wt−1, ct) + λ4P (wt|post)
+ λ5P (wt|wt−1, wt−2, ct) + λ6P (wt|wt−1, post)
+ λ7P (wt|wt−1, wt−2, post)
+ λ8P (wt|wt−1, wt−2, post, ct).

(14)

In the equations (9),(10),(11),(12),(13) and (14), all inter-
polated parameters λi ∈ [0, 1] and

∑
λi = 1. These parame-

ters are trained on the held-out development set.

4.3. Results

In terms of overall performance, the DB classifier using POS-
tag and word bigrams, which achieves a prediction accuracy
of 88.85%, performs best among the 9 classifiers. Actually,
unigram DB classifier using 100% information performs like
traditional naive Bayesian classifier. Fig. 2 shows the predic-
tion accuracy of the 9 classifiers as a function of the percent-
age of test data observed. The exact prediction accuracies
of 9 classifiers with 25, 50 and 100 percent data are listed
in Table 1. As Fig. 2 shows, the prediction accuracy in-
creases rapidly for the first 20% of the data. After that the
trend becomes flat. The DB classifiers using only words are
more stable and precise than systems that use only POS-tags.
Based on 1% of the information, both trigram and bigram DB

classifiers using words can get over 70% prediction accuracy,
while systems that use only POS-tags achieve less than 65%
accuracy. We also tested classifiers that included the sentence
length as a feature, but none of these models showed a signif-
icant improvement over the corresponding model without the
sentence length variable.

5. CONCLUSION

Socio-situational setting classification of conversations was
introduced in this paper. A DB classification method was
proposed, which provides a dynamic continuous strategy for
conversation classification. We experimented with 9 differ-
ent DB socio-situational setting classifiers. The bigram DB
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Fig. 2. Prediction accuracy trend over percent of each conver-
sation, x,y axis represent the percentage of a conversation and
prediction accuracy, respectively. y(100) represent prediction
accuracy using 100% information, r(25) = y(25)/y(100)

socio-situational setting classification method obtained the
best result, 88.85% final prediction accuracy. We found that
when using only the first 25% of a conversation the classifi-
cation equals the result found when using information from
the whole conversation in 94% of the cases.
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