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ABSTRACT

Direct likelihood maximization selection (DLMS) selects a
subset of language model training data so that likelihood
of in-domain development data is maximized. By using
recognition hypothesis instead of the in-domain development
data, it can be used for unsupervised adaptation. We apply
DLMS to iterative unsupervised adaptation for presentation
speech recognition. A problem of the iterative unsupervised
adaptation is that adapted models are estimated including
recognition errors and it limits the adaptation performance.
To solve the problem, we introduce the framework of unsu-
pervised cross-validation (CV) adaptation that has originally
been proposed for acoustic model adaptation. Large vo-
cabulary speech recognition experiments show that the CV
approach is effective for DLMS based adaptation reducing
19.3% of error rate by an initial model to 18.0%.

Index Terms— Cross-validation, language model, sen-
tence selection, relative entropy, unsupervised adaptation

1. INTRODUCTION

In deployment of speech recognition systems, it is often re-
quired to train a high performance language model using an
existing domain independent data. Since such training data
contains sentences that are not relevant to the recognition task,
it is important to select a subset of the data to make a domain-
matched language model. When in-domain development data
is available, a strategy is to make a model based on the de-
velopment data, and select sentences in the training data that
gives higher likelihood with that model [1]. However, this
strategy has an essential problem that the most frequent pat-
terns in the development data are excessively emphasized in
the selected training subset [2].

To avoid the problem, another selection strategy has been
proposed that selects a subset of training data so as to di-
rectly maximize development set likelihood [3, 4]. We refer
to this method as Direct Likelihood Maximization Selection
(DLMS). A closely related method is minimum relative en-
tropy based selective adaptation [2] that minimizes relative
entropy or KL divergence from a language model estimated
on development data to a language model estimated on se-
lected training data.
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While these methods had originally been proposed for
domain adaptation using development data, they can be ap-
plied to unsupervised adaptation by first running a speech rec-
ognizer to generate a recognition hypothesis using an initial
model and making an adapted model using that hypothesis
as adaptation data. This two-pass approach has been tested
in a speech-to-speech automatic translation system using a
machine translation output as adaptation data and has been
shown to be effective [5].

The two-pass unsupervised adaptation approach can be
easily extended to multi-pass adaptation using the adapted
model as an initial model for the next pass for higher recogni-
tion performance. However, a problem is that recognition er-
rors are unavoidable in a recognition hypothesis and the errors
are reinforced during the iteration. Therefore, the adaptation
performance is limited. To solve the problem, we introduce
the unsupervised cross-validation (CV) adaptation framework
that has originally been proposed for acoustic model adapta-
tion [6] to selective language model adaptation.

The organization of the rest of this paper is as follows. In
Section 2, DLMS is reviewed and relation to the minimum
relative entropy method is explained. In Section 3, the frame-
work of unsupervised CV adaptation is shown. Experimen-
tal conditions are described in Section 4 and the results are
shown in Section 5. Conclusions are given in Section 6.

2. DIRECT LIKELIHOOD MAXIMIZATION
SELECTION

Direct likelihood maximization selection (DLMS) has been
proposed by Klakow [3]. It selects articles in a training set so
as to maximize adaptation data likelihood based on an objec-
tive function shown in Equation (1).

L= Cu(w)logPr(w), (1)

w

where C'4 (w) is count of word w in an adaptation set and Py
is a language model estimated on a selected training subset.
Since testing all the possible subsets of a training data is not
feasible, greedy strategies are adopted. In [3], first an impor-
tance of an article is scored by the objective function (1) mak-
ing a model using a whole training set removing that article.
Lower score means that article is important for the adaptation
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set. After all the articles are scored independently, IV articles
with the lowest scores are selected and an adapted language
model is made.

The relative entropy method proposed by Sethy et al. [2]
is based on minimizing relative entropy shown in Equation

Q).

B A (w)
o= L Paloles gy, (2)
- ZPA(w)log(PA(w))
— 3" Pa(w)log (Pr (w)), 3)

where P4 is a language model estimated on an adaptation
subset. Equation (2) is rewritten as shown in Equation (3)
and the first term is independent of the sentence selection in
the training set. By multiplying a total number of words in the
adaptation set, the second term of Equation (3) becomes the
same as the negation of Equation (1) if the differences such
as N-gram discounting are ignored. Therefore, DLMS and
the relative entropy method are basically based on the same
objective function.

By using speech recognition output as adaptation data,
these selective adaptation methods can be used for unsuper-
vised adaptation. In this study, we apply DLMS to iterative
unsupervised adaptation using a sentence as a selection unit.
The greedy approach is adopted with a zero threshold crite-
rion. That is, a sentence is selected if removing it from whole
training data decreases the likelihood compared to using all
the training data.

3. ITERATIVE UNSUPERVISED ADAPTATIONS

3.1. Unsupervised self adaptation

A widely used unsupervised adaptation framework is to first
decode recognition data and use that output to estimate an
adapted model. For the selective adaptation, the adapted
model is made by using the recognition output to select a
subset of training data. For higher performance, the adapta-
tion process is iterated several times [7] as shown in Figure 1.
The final recognition result is obtained by outputting the hy-
pothesis made in the last decoding step. Since decoder output
is used as adaptation data, it has an advantage that it does not
require a separate in-domain development data. We refer to
this conventional framework as unsupervised self adaptation.

A disadvantage of this procedure is that recognition er-
rors in a decoding output are reinforced during the iteration,
since the same data is used both in the decoding step and the
model update step. This problem decreases the efficiency of
the adaptation.
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Fig. 1. Unsupervised self adaptation. M is model, T is recog-
nition hypothesis, and D is recognition/adaptation data. Hy-
pothesis T is made from data D using initial model M. Us-
ing that hypothesis, adapted model M is made. The adapted
model is used to recognize the same data in the next iteration.

3.2. Unsupervised CV adaptation

Unsupervised CV adaptation has originally been proposed for
acoustic model adaptation [6]. In this paper, we apply it to
unsupervised language model adaptation. Unsupervised CV
adaptation reduces the problem of the self adaptation by ef-
fectively separating the data used in the decoding step and in
the model update step based on K-fold CV, as shown in Fig-
ure 2. In the procedure, recognition utterances are divided
into K exclusive subsets (D (1), D (2),---,D (K)) so that
each subset has roughly the same size. The first decoding step
is basically the same as the self adaptation and the K subsets
are processed using the same initial model. Then, given the
K recognition hypotheses (7'(1),7(2)--- ,T (K)), K CV
models (M (1), M (2),---,M(K)) are made by excluding
one of the recognition hypotheses, instead of making a sin-
gle model. Each model is used in the next decoding step to
make a new hypothesis for a data subset that has been ex-
cluded from the estimation of that model. The decoding step
and the model update step are repeated as in the conventional
self adaptation.

The final recognition output is obtained by gathering hy-
potheses of the K subsets made in the last decoding step. Al-
ternatively, a global CV model (M (0)) is made in the last up-
date step together with the CV models using all recognition
hypotheses, and the final output is obtained from that model.

With this procedure, the data used for the decoding step
and for the model update step are effectively separated mini-
mizing the undesired effect of reinforcing the errors. Because
the utterances used for model estimation are not decoded by
that model, it is unlikely that the same recognition error is re-
peated. The data fragmentation problem is minimal for large
K, since (K — 1) /K of the data is used for the parameter
estimation of each CV model.
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Fig. 2. Unsupervised CV adaptation. M is model and D is
recognition/adaptation data. M (k) is k-th CV model, D (k) is
k-th exclusive data subset, and T'(k) is recognition hypothe-
sis of k-th subset using M (k). The data used for the decoding
step and for the model update step are separated. M (0) de-
notes a global CV model and T'(0) denotes a hypothesis by
M(0).

4. EXPERIMENTAL SETUP

The test set was the official evaluation set of the Corpus of
Spontaneous Japanese (CSJ) [8] that consisted of 10 academic
presentations given by different speakers. The length of each
presentation was about 10 to 20 minutes and the total dura-
tion was 2.3 hours. The unsupervised self and CV adapta-
tions were performed for each of these presentations. For
CV adaptation, recognition utterances were randomized be-
fore the CV partitioning. The speech recognition system was
based on the 73 WEST decoder [9]. The training set for lan-
guage models was the official CSJ training set consisted of
6.8M words of academic and extemporaneous presentations.
The initial language model used in the recognition system was
a trigram model estimated using all the training data. The dic-
tionary size was 30k where the vocabulary was selected based
on frequency. For the unsupervised adaptations, subsets of the
training set were extracted using unigram probabilities. Given
the selected subsets, trigram models were estimated and used
for speech recognition. Because the training and test data
were from the same domain, the evaluation was focused on
adaptation performance for each presentation. The acoustic
model was a tied-state Gaussian mixture triphone HMM esti-
mated by MPE discriminative training using 254 hours of aca-
demic presentations. It had 3000 states and 32 mixtures per
state. Feature vectors had 39 elements comprising 12 MFCCs
and log energy, their delta, and delta delta values.

5. EXPERIMENTAL RESULTS

Tables 1 and 2 show properties of language models made by
the self adaptation and five fold CV adaptation, respectively.
About 1/4 to 1/3 sentences were selected by the selective
adaptations. Words that do not appear in selected subsets
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Fig. 3. Number of iterations and word error rates. Zero-th
iteration indicates initial model. CV-folds K is five for CV
adaptation. GCV indicates global CV model.

were removed when adapted language models were made.
However, increases of OOV rates were less than 0.2%. Test-
set perplexities by the CV models were generally higher than
the self adapted models because the CV models were esti-
mated excluding a CV subset and were used to evaluate a ref-
erence transcript that corresponded to that CV subset. Even
though they gave higher test-set perplexity, it is expected that
they have less confusion with errors included in recognition
hypotheses used for their estimation. By construction, the
global CV model made in the first iteration is the same as
the first model made by self adaptation. When more than two
iterations were applied, the global CV models gave lower per-
plexity than self adaptation.

Figure 3 shows number of iterations and word error rates.
The first iteration by self adaptation corresponds to the con-
ventional two-pass method. The CV models gave lower word
error rates than the models adapted by self adaptation. After
the first iteration, the global CV models gave better perfor-
mance than the CV models. Since the global CV models are
estimated using all CV hypotheses in the last adaptation step,
they are directly adapted to the target sentences while mini-
mizing the risk of repeating recognition errors that occurred
in the adaptation process. The word error rate by the initial
model was 19.3%. The lowest word error rates by self adapta-
tion based models, CV models, and global CV models, were
18.5%, 18.3% and 18.0%, respectively. The difference be-
tween the self adapted model and the global CV model was
statistically significant by the MAPSSWE test.

Figure 4 shows the number of CV-folds K and word error
rates. K = 1 indicates self adaptation. When K = 2, CV
model gave worse result than self adapted model because in
this case only a half of adaptation data is effectively used to
estimate CV models. The global CV models generally gave
better performance than the CV models.

6. CONCLUSION

Direct likelihood maximization selection (DLMS) has been
applied to unsupervised language model adaptation for pre-



Table 1. Properties of language models estimated by conventional self adaptation. Zero-th iteration shows results of a presentation inde-
pendent initial model estimated using all training data. Unigram and trigram test-set perplexities are evaluated using a reference transcript

excluding OOVs. The values are averages for the test set presentations.

# of iterations 0 1 2 3 4 5
# selected sentences | 384k 127k 103k 144k 111k 158k
Vocabulary 30.0k | 23.1k | 21.6k | 23.6k | 22.4k | 24.1k
OOV (%) 1.90 2.00 2.03 2.01 2.02 1.99
Igram PP 485.0 | 359.8 | 345.7 | 361.2 | 348.9 | 370.4
3gram PP 71.6 59.5 57.6 59.4 58.2 60.7

Table 2. Properties of language models estimated based on proposed CV adaptation. Zero-th iteration shows results of a presentation
independent initial model estimated using all training data. Test-set perplexities by the CV models are evaluated according to CV partitioning

and are averaged in log domain.

#ofiterations | 0 [ 1 2 | 3 ] 41 5
CV model (5-fold)
# selected sentences | 384k | 106k | 108k | 111k | 122k | 114k
Vocabulary 30.0k | 23.3k | 22.9k | 233k | 23.8k | 23.5k
OOV (%) 1.90 2.07 2.09 2.09 2.08 2.06
lgram PP 485.0 | 3754 | 376.7 | 368.7 | 370.5 | 365.8
3gram PP 71.6 63.5 64.0 62.5 62.1 62.1
global CV model (5-fold)
# selected sentences | 384k | 127k | 129k 91k 96k 101k
Vocabulary 30.0k | 23.1k | 22.9k | 21.7k | 23.4k | 22.3k
OO0V (%) 1.90 2.00 | 2.03 2.04 2.08 2.03
lgram PP 485.0 | 359.8 | 352.2 | 342.4 | 338.7 | 346.6
3gram PP 71.6 59.5 59.1 57.9 572 58.2
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Fig. 4. Number of CV-folds K and word error rates at fourth
iteration. CV-fold 1 indicates self adaptation.

sentation speech recognition. In order to reduce the disadvan-
tage of the self adaptation strategy, unsupervised CV adapta-
tion framework has been introduced that has originally been
proposed for acoustic model adaptation. Experimental results
show that adaptation performance by DLMS is further im-
proved by incorporating the CV adaptation framework. Fu-
ture work includes trying unsupervised aggregated adapta-
tion [6] instead of CV adaptation.
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