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ABSTRACT
In this work we examine the effect of dialog acts on word use, in

context of the influence of interlocutors in a polylogue on each other.
The basic idea of this work is the extension of the cache model and
the influence model by dialog act information. The cache model
covers the re-usage of words and the influence model calculates the
influence of interlocutors in a polylogue on each other. Both ap-
proaches could be used to improve the word prediction accuracy in
a word generative model. We start to examine the usage of dialog
acts to improve our word generative model in terms of perplexity.
For the usage of dialog acts, a knowledge about the future dialog act
is required. Therefore, we examine how dialog act miss-prediction
influences the resulting performance. Further on, we introduce a
new approach to generate artificial dialog acts which guarantees the
knowledge about the following dialog act. Our final experiments
present the improvements in terms of perplexity using our new ap-
proach in AMI, NIST and NTT meeting corpora.

Index Terms— Speech Entrainment, Influence Model, Dialog
Act Model

1. INTRODUCTION

In conversations, people tend to be influenced by their interlocutor.
They could be affected by their interactions, their viewing direction
or also by their language. In this context for example, interlocutors
tend to agree on common terms (speech entrainment) [1]. Another
effect, which is also connected to that phenomena is, the re-usage of
words in a conversation [2]. These phenomena could be utilized to
improve the word prediction accuracy (WPA) of a word generative
model (WGA), which aims to gain better results for language model
applications (e.g. information retrieval or speech recognition). So
far, the re-usage of words within a conversation could be covered
quite well with the cache model [3]. Iwata and Watanabe [4] went
further and showed that the influence of different speakers affect the
re-usage of words in a polylogue scenario. Their approach calculates
the influences of each speaker on each other and use this information
to optimise the word prediction accuracy. In this work, we extend
these approaches by using dialog act (DA) information. We assume
that each DA contains characteristic word occurrences, depending
on the definition of the dialog act. Therefore, we use this effect to
improve the cache and influence estimation.

There are some studies about the improvement of the word
prediction accuracy by using DA information, for example [5], [6]
and [7]. However, one major problem of using DA information in
that context of e.g. speech recognition, is the dialog act predic-
tion. Woszczyna and Waibel [5], Nagata and Morimoto [6] and
Reithinger et al. [8] face the problem on basis of Markov models
by using previous DA information (n-gram) to predict the next DA.
Other approaches to predict the following dialog act, presented by

Alexandersson and Reithinger [9] and Geertzen [10] for example,
are using grammar induction. In this paper, we present a method
to group words by statistical, time dependent characteristics. That
means, that we expect different word distributions at the beginning
of a user turn, compared to the following words in that same turn.
On bases of that, we divide the each user turn into two artificial
dialog acts. A former dialog act, containing the first words and a
latter dialog act containing the following words. On basis of this
approach, we know about the future dialog act and do not need a
dialog act estimation anymore. Finally, we extend the influence and
cache model by these artificial dialog act models and examine the
approaches on three different corpora in different languages. All DA
extended models outperformed their baseline model.

In the following section we present the baseline approaches
which are required for our further work, followed by the definitions
of our dialog act models and the extensions of the cache and influ-
ence model in section 3. In section 4, we run experiments using
our adapted influence model and analyse the effect of dialog act
miss-estimation. Section 5 introduces the new artificial dialog act
approach, followed by our final experiments in section 6. Section 7
presents the conclusion and gives an outlook for future work.

2. BASELINE

In this section we briefly introduce all baseline information we need
in the further sections. All defined approaches are based on the
following definitions. Let be w = {w1, · · · , wt, · · · } a word se-
quence of a polylogue, where wt represents the tth word, and let
be s = {s1, · · · , st, · · · } the speaker sequence, where st indicates
the speaker of the tth word, with wt ∈ {1, · · · ,W} and st ∈
{1, · · · ,M}. W represents the vocabulary size and M the num-
ber of participants. The uniform distribution is defined as PU (w)
and the general word distribution is PG(w). We use a smoothing
parameter β, to avoid zero probability, τ represents the cache size
and δ(x, y) is Kronecker’s delta, which means δ(x, y) = 1, if x = y
and 0 otherwise. Although the formulations in this paper is based
on a uni-gram word generative model, we can apply it to an n-gram
model straightforwardly.

2.1. Cache Model

The cache model (CC) is an efficient approach to cover the re-usage
of words within a specific period τ . The original cache model deals
with monologue word generative models. We use this approach to
deal with polylogue WGAs. The word use of speaker n at position t
could be described as follows:

PCC(w|wt−1
t−τ , n) = λ1PC(w|wt−1

t−τ )+λ2PG(w)+λ3PU(w) (1)
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with

PC(w|wt−1
t−τ ) =

∑t−1
t′=t−τ δ(w,wt′) + β

∑
w′

∑t−1
t′=t−τ δ(w

′, wt′) + βW
. (2)

Equation 2 represents the cache model itself and τ indicates the
cache size. The linear interpolation coefficients λ1, λ2, and λ3 are
obtained by using maximum a posteriori (MAP) estimation, with
0 ≤ λi ≤ 1 and

∑
i λi = 1.

2.2. Influence Model

The influence model is an extension of the cache model. It uses
an individual cache for every speaker and identifies, after a certain
amount of training steps, the influence of the interlocutors on each
other within a polylogue. The resulting influence parameter are used
to weight the different cache models to calculate the resulting WGA
and was defined in [4]. The word use of speaker n at position t can
be modelled as follows:

PI(w|wt−1
t−τ , n) =

M∑

m=1

λnmPC′(w|wt−1
t−τ ,m)

+λnM+1PG(w) + λnM+2PU(w) (3)

where

PC′(w|wt−1
t−τ ,m)

=

∑t−1
t′=t−τ δ(w,wt′)δ(m, st′) + β

∑
w′

∑t−1
t′=t−τ δ(w

′, wt′)δ(m, st′) + βW
(4)

is the cache of speaker m. λnm represents the influence of speaker
m on speaker n. λnm, λnM+1, and λnM+2 are also obtained by
using maximum a posteriori estimation with 0 ≤ λnm ≤ 1 and∑

m λnm = 1.

3. DIALOG ACT EXTENDED MODELS

The basic idea of the influence model is, that people tend to use more
or less often words of their interlocutor, depending on the strength of
influence. The dialog act adapted influence model works even on a
more precise level. We suppose, that the influence on re-using words,
also depends on specific dialog acts. For example a person is re-
using words of an interlocutor in a polylogue. On the other side, both
persons using different words as backchannel or confirmation. In
that case, the influence on a dialog act covering general information,
has a stronger influence, than their backchannel or confirmation.

In the following, we present the extension of the cache and the
influence model by employing a dialog act approach. We will use
three different DA models to extend the given approaches. In addi-
tion to the general word distribution, we first extract a general word
distribution for every dialog act based on the training corpus (we
call it: DA-WGA). We define d = {d1, · · · , dt, · · · } as a dialog
act sequence, where dt indicates the dialog act of the tth word, with
dt ∈ {1, · · · , D} where D indicates the number of different dialog
acts and L is the size of the training corpus. The word use of speaker
n at position t with dialog act d is defined as follows:

PDAW (w|d) =
∑L

i=1 δ(w,wi)δ(d, di) + β
∑

w′
∑L

i=1 δ(w
′, wi)δ(d, di) + βW

(5)

Since the influence model is trained on the previous dialog turns
within a polylogue, we also define for every dialog act a cache model
(DA cache):

PDAC(w|wt−1
t−τ , d)

=

∑t−1
t′=t−τ δ(w,wt′)δ(d, dt′) + β

∑
w′

∑t−1
t′=t−τ δ(w

′, wt′)δ(d, dt′) + βW
(6)

For the complete extension of the influence model, we further define
for every interlocutor a user specific set of dialog act cache models
(DA influence):

PDAI(w|wt−1
t−τ ,m, d)

=

∑t−1
t′=t−τ δ(w,wt′)δ(m, st′)δ(d, dt′) + β

∑
w′

∑t−1
t′=t−τ δ(w

′, wt′)δ(m, st′)δ(d, dt′) + βW
(7)

Based on these dialog act models, we extend the cache and the
influence model in the following way. The word use of speaker n,
expecting dialog act d, at position t, could be described by these
extensions:

PCC1(w|wt−1
t−τ , n, d) = PCC(w|wt−1

t−τ , n) + λ4PDAW (w|d) (8)

PCC2(w|wt−1
t−τ , n, d)

= PCC1(w|wt−1
t−τ , n, d) + λ5PDAC(w|wt−1

t−τ ,m, d) (9)

Equation 8 and 9 are extensions of the cache model. The first equa-
tion extends the standard cache by a DA-WGA and the second one
by DA-WGA and a DA cache model. The following three models
extend the influence model.

PI1(w|wt−1
t−τ , n, d) = PI(w|wt−1

t−τ , n) + λnM+3PDAW (w|d) (10)

PI2(w|wt−1
t−τ , n, d)

= PI1(w|wt−1
t−τ , n, d) + λnM+4PDAC(w|wt−1

t−τ , d) (11)

Equation 10 and 11 are similar to the adaptions of the cache model.
The first one includes the DA-WGA and the second one integrates a
DA-WGA and a DA cache model. Equation 12 represents the final
dialog act influence model. It contains all previous defined dialog
act models. Beside the DA-WGA and the DA cache, it additionally
integrates the influence on the dialog act:

PI3(w|wt−1
t−τ , n, d) = PI2(w|wt−1

t−τ , n, d)

+

2M+5∑

m=M+5

λnmPDAI(w|wt−1
t−τ ,m, d)

(12)

The last part of equation 12 represents the influence of dialog act d
of speaker m− (M +5) on speaker n. Thus, we extend the original
influence model to involve DA information. In the next section we
analyse the effect of dialog act information on the word prediction
accuracy in terms of perplexity and the problem of dialog act miss-
estimation.
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4. DIALOG ACT ANALYSIS

To examine the efficiency of our new approach, we ran model (8)
- (12) on the transcription of the AMI [11] corpus, a four person
meeting corpus in English. It contains around 100 hours transcribed
audio material and covers 16 different dialog acts, grouped into six
groups. For these and the following experiments, we divided the cor-
pus into a training (93 dialogs) and a test (46 dialogs) set. Further
on, we examined the negative effect of dialog act miss-estimation.
The baseline was the DA prediction accuracy of Reithinger et al.
[8] using n-grams with 75.8% for the best three and Geertzen [10]
using grammar induction with 78.9% for the best DA. This experi-
ment aimed to simulate different kind of the estimation accuracies,
to examine the negative effect on its perplexity. The simulation of
the estimation was realized, by choosing the correct or a incorrect
dialog act, based on the accuracy parameter. That means, for ex-
ample, that we chose a wrong DA-WGA by a probability of 30%,
if we use an accuracy model of 70%. Since we randomly selected
one of the other dialog acts, we ran each test 10 times and calculated
the mean perplexity value at the end. 100% accuracy means, that
we always predict the dialog act in the right way and stands for the
aspired value. Baseline for the results in table 1 is the perplexity of
the cache (CC = 334.51) and influence model (I = 327.35).
Within all following experiments we are using the cache parameter
τ = 300, as suggested in [4] and a smoothing parameter β = 10−8.

model / eq. 60% 70% 80% 90% 100%

CC1 / (8) 351.06 333.31 318.30 306.29 292.66

CC2 / (9) 355.58 335.89 318.30 303.14 288.24

I1 / (10) 336.05 325.60 312.42 299.65 287.17

I2 / (11) 340.98 325.81 311.07 297.06 283.50

I3 / (12) 345.09 325.59 310.67 296.00 282.10

Table 1. Perplexities using different DA estimation accuracies

If we consider the aspired value (100%), we achieve good re-
sults. All dialog act adapted models outperform their baseline model
by far. The adapted influence model extension I3 achieves the best
results. Unfortunately, the performance of current techniques are
still far away from a 100% DA estimation accuracy. Considering the
accuracy between 70-80%, we still achieve an improvement, com-
pared to the baseline models. On the other side, these results are
much worse, than the results using 100% accuracy. The problematic
of increasing perplexity, predicting the wrong dialog act, brings us
to a new approach, presented in the next section.

5. ARTIFICIAL DIALOG ACTS

In the previous sections we presented promising results using DA
information for the improvement of the word prediction accuracy
within a polylogue. Unfortunately, a reliable prediction, which is
not guaranteed yet, is required to use their advantage. This brings us
to an alternative idea, about grouping user replies in a way, to reach
a better result. The first approach aimed on grouping specific dialog
acts in a meaningful way together, e.g. accepts and rejects. But our
preliminary results did not seem to be promising. Examination the
different dialog acts and replies in our investigation indicates that es-
pecially at the beginning of a user turn, interlocutors tend to use quite
similar words e.g. backchannels or confirmation (’yes’, ’yeah’). Ta-
ble 2 present an abridgment of a dialog between of speaker A, B
and C within the AMI corpus. The origin annotated dialog acts are
marked with square brackets.

sp. AMI dialog sequence

A [ I know and it becomes ridiculous yes I know]

C [ and it becomes ][yeah]

B [ Or a speech recognition]

C [ yeah speech recognition ]

A [ yeah ]

B [ which is extremely expensive]

C [ but ][ yeah ]

B [ I think that’s the only way that you kind of avoid]

A [ yes mm-hmm ]

B [ that kind of issue]

A [ Do we really have to initially um you know looking ... ]

Table 2. AMI DA annotated dialog example

First, our approach tries to take advantage of the expectation that
specific words seem to occur more often at the beginning of a user
turn. In addition, our approach avoid the problematic of imperfect
dialog act estimation. These bring us to the idea to group all words
within a user turn into one of two remaining ’dialog acts’. The first
amount of words b will be grouped into the first dialog act dstart and
all other words into the second dialog act drest. By doing this, we
can describe our DA-WGA in the following way:

PDAW (w|dstart) =
∑T

i=1

∑b
j=1 δ(w,wj) + β

∑T
i=1

∑
w′

∑b
j=1 δ(w

′, wj) + βW
(13)

PDAW (w|drest) =
∑T

i=1

∑Ti
j=b+1 δ(w,wj) + β

∑T
i=1

∑
w′

∑Ti
j=b+1 δ(w

′, wj) + βW
(14)

with T as the amount of user turns in our training corpus and Ti

as the amount of words in turn i. The parameter b could be max-
imised by using a statistical approach. Based on average length of
the short dialog acts at the beginning of a user turn, we set the bor-
der parameter b = 3. In other words, we define all first three words
of a user turn to dialog act dstart and all following words to drest.
Table 2 shows an example dialog with the original and the artificial
generated annotation. The grey coloured text represent the dialog act
dstart after creation of artificial dialog acts. By reconstruction of the
corpus to artificial dialog acts, we always know about the following
dialog act.

DA yeah I okay so you

start (%) 10.71 4.54 4.08 3.13 2.41

rest (%) 0.62 1.77 0.34 1.20 2.11

Table 3. AMI: top five words DA start

DA to a and it you

rest (%) 2.71 2.42 2.18 2.11 2.11

start (%) 0.60 1.16 2.06 1.79 2.41

Table 4. AMI: top five words DA rest
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In table 3 and 4 we list the top five words for each artificial di-
alog act, compared the the occurrence in the other one. Obviously,
both dialog act models contain a different word occurrence. An in-
teresting fact is, that the word ’yeah’ has a very high confidence
score compared to all other words. Further on, the word ’you’ seems
to have a similar occurrence probability in both models.

6. EXPERIMENTS

In the following we present our final results. In addition to the AMI
corpus, we ran our DA apapted models also on the Japanese NTT
[12] (6 meetings, 4 speaker) and English NIST RT-07 [13] (8 meet-
ings, 4-6 speaker) corpora. Since these two corpora do not contain
so many different sessions, we run an n-fold cross-validation eval-
uation and calculate the mean perplexity value. The results of our
models (equation: (1), (3) and (8) - (12)) using the artificial dialog
act approach are presented in table 5.

model / eq. AMI NTT RT-07

CC / (1) 334.51 359.85 339.49

I / (3) 327.35 334.54 328.17

CC1 / (8) 305.76 347.89 308.69

CC2 / (9) 302.05 330.79 297.07

I1 / (10) 300.91 332.54 303.37

I2 / (11) 297.89 324.01 294.15

I3 / (12) 295.45 317.96 290.09

Table 5. Dialog act extended experiments

As we can see, using the artificial dialog act extension increased
the perplexity compared to the baseline models in all experiments,
even if all corpora include different interlocutors, different amount of
interlocutors and two different languages. The DA-extended influ-
ence approach I3 achieved on all corpora the best results. Compared
to the accuracy experiments in table 1, we achieved on the AMI cor-
pus similar results to a dialog act estimation accuracy of about 90%.

7. CONCLUSION AND FUTURE WORK

In this work, we examined the effect of dialog act information on
word usage in a polylogue and how it improves the word predic-
tion accuracy. We defined a new and simple way to group words
to artificial dialog acts and extended the cache and influence model
by these DA models. The extended models were tested on different
corpora, with a different amount of interlocutors and two different
languages. The presented results show that our extensions outper-
formed their baseline approaches, which confirms the effectiveness
of the proposed method.

So far, the approach works on text level. An integration into a
real system (e.g., automatic speech recognition, statistical machine
translation, and information retrieval) could be one of the next steps.
Further on, we focussed in our work on uni-gram word models. One
of the next important steps would be the extension to n-gram. In
addition, since we set the artificial DA border parameter to b = 3,
an automatic estimation would be desirable. The development of
a clustering algorithm would be highly interesting, which generates
a certain amount of (clustered) dialog act based on specific word
frequencies and reliable estimation of the following DA.
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